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|  *Summary* |
|  In the present report, the Special Rapporteur on the promotion and protection of human rights and fundamental freedoms while countering terrorism, Fionnuala Ní Aoláin, addresses the human rights challenges and consequences of the development, use and transfer of new technologies in the context of counter-terrorism and countering violent extremism. The Special Rapporteur acknowledges the capacity of new technologies to positively transform lives and enhance the full realization of human rights, equality and dignity for human beings, and the significant potential new technologies have for addressing human rights lacunae for the most marginalized and vulnerable. Regrettably, at the same time, new technologies are being misused worldwide to restrict and violate human rights. |
|  The present report illuminates the ways in which counter-terrorism and security are frequently used to provide political and legal justifications for the adoption of high-risk and highly intrusive technologies on the basis of exceptional threats and with the promise of strictly limited application. The report demonstrates that such rationales and limitations rarely hold, and that the claim of exceptional use to respond to security crises is a chimera, when the reality is broad and wholesale use which lacks adequate human rights or rule of law restraints. Such technologies, including biometric, surveillance and drone technology, have serious negative impacts on the enjoyment of human rights across the globe. The Special Rapporteur highlights the human rights risks inherent in the development, deployment and transfer of such technologies internationally. She is also deeply concerned about the discriminatory elements built into the development and deployment of such technologies. Negative consequences include direct violations of non-derogable rights, the integrity of which is being undermined by new technologies lacking any meaningful legal oversight, and impunity for both State and non-State actors whose use and transfer of such technologies involves systemic rights-violative practice. The impact on human rights across the globe is devastating, particularly the exercise of the rights to privacy, expression, association and political participation. The Special Rapporteur’s key point is that abusive practices are hardwired into the counter-terrorism and countering violent extremism arena, precisely because in the absence of an agreed international definition of those phenomena, States define them to advance a variety of interests, few of which engage human rights and the rule of law. She calls for a moratorium on the use of certain technologies, including a global prohibition of lethal autonomous weapons systems. She specifically demands a cease-and-desist policy by Member States on the transfer of such technologies to States that have a demonstrated history of human rights violations, as confirmed in the resolutions of the Human Rights Council and the General Assembly and the findings of United Nations human rights treaty bodies. In alignment with the United Nations High Commissioner for Human Rights, she calls for a moratorium on the transfer of surveillance technology. She also provides a template for a global regulatory framework on the use of surveillance technologies. |
|  |

 I. Activities of the Special Rapporteur

1. The Special Rapporteur on the promotion and protection of human rights and fundamental freedoms while countering terrorism, Fionnuala Ní Aoláin, presented her report on the impact of counter-terrorism on peacemaking, peacebuilding, sustaining peace and conflict prevention and resolution[[3]](#footnote-4) to the General Assembly in October 2022.

2. The Special Rapporteur continues to prioritize positive and robust engagement with Member States at the national level. She concluded constructive country visits to Maldives (15–24 May 2022)[[4]](#footnote-5) and to Bosnia-Herzegovina (13–20 January 2023).[[5]](#footnote-6) She conducted a working-level training visit to the United Nations Multidimensional Integrated Stabilization Mission in Mali in July 2022. In March 2022, after the issuance of her follow-up report to the joint study of 2010 on global practices in relation to secret detention in the context of countering terrorism,[[6]](#footnote-7) the Government of the United States of America issued a preliminary invitation to discuss a potential technical visit focusing on the detention facility at Guantanamo Bay, Cuba, the resettlement/repatriation of former detainees and the human rights of the victims and families of victims of the events of 11 September 2001. Following extensive and constructive discussions, the detention site visit was held from 6 to 10 February 2023, and the other aspects of the visit will be implemented through April 2023. An end-of-mission statement will be issued following the end of the technical visit.

3. She has maintained her commitment to active engagement with diverse civil society actors, thereby ensuring that on-the-ground experiences of counter-terrorism and security practices are fully integrated into her work. On 9 May 2022, in advance of the High-level International Conference on Human Rights, Civil Society and Counter-Terrorism, the Special Rapporteur and Spain co-hosted a civil society workshop in Malaga. Civil society representatives from 43 countries engaged in a series of consultations to produce a civil society outcome document, which will be integrated into the official conference outcome. The Special Rapporteur also launched a global study on the impact of counter-terrorism measures on civil society and civic space, with the support of Germany and Spain, and has produced a short film series documenting the impact of counter-terrorism measures on civil society actors around the globe.

4. She makes it a priority to provide States with technical assistance and views concerning counter-terrorism legislation. Since 2021, she has provided legislation or legislative development reviews to Algeria, Austria, Belarus, Brazil, China, Denmark, El Salvador, France, Haiti, Mali, the Netherlands, New Zealand, Nicaragua, Sri Lanka, Tajikistan, Thailand, Turkey, the United Kingdom of Great Britain and Northern Ireland, Uzbekistan, Venezuela (Bolivarian Republic of) and Zimbabwe, as well as to the European Union.

5. She issued position papers on the impact of counter-terrorism sanctions on the human rights and international law obligations of States, with particular reference to the sanctions regimes under Security Council resolutions 1267 (1999) and 1988 (2011),[[7]](#footnote-8) on the human rights consequences of citizenship-stripping in the context of counter-terrorism, with specific application to the situation in north-eastern Syrian Arab Republic,[[8]](#footnote-9) on the human rights and rule of law implications of countering the financing of terrorism measures,[[9]](#footnote-10) on the regulation of the international trade in counter-terrorism spyware technology[[10]](#footnote-11) and on the use of armed drones.[[11]](#footnote-12)

6. She remains a member of the United Nations Global Counter-Terrorism Coordination Compact Task Force and is deeply committed to the “all-of-United Nations” approach to countering terrorism, with human rights mainstreamed as affirmed into the United Nations Global Counter-Terrorism Strategy. She maintains positive cooperation with the Financial Action Task Force. She has participated in three meetings of the Inter-American Committee Against Terrorism. She has given briefings to regional groups on multiple occasions in the past year, including the Organization of Islamic Cooperation, the African Union, the European Union and the Group of Latin American and Caribbean States, and joined the Counter-Terrorism Committee for its special session in Mumbai and New Delhi, India.

 II. Development, use and transfer of new technologies in the context of countering terrorism and preventing and countering violent extremism

7. It is axiomatic that new technologies can provide enormously positive benefits, enabling and advancing human dignity, facilitating sustainable development and higher standards of living, bettering health care, deepening connection and communication, promoting new educational pathways and access, and making communities safer and more efficient. Those benefits, when distributed equally, transparently and without discrimination, can make technology a partner in the promotion and protection of civil, political, economic, social and cultural rights for peoples across the planet.

8. Regrettably, the potential positive human rights impact of new technologies is far from being realized. Instead, new technologies, particularly digital technologies, are transforming the ways in which human rights are impeded and violated around the world. Several special procedures mandate holders and the United Nations High Commissioner for Human Rights have addressed the intersection of digital technologies with human rights, including in advancing xenophobic and racially discriminatory treatment and exclusion.[[12]](#footnote-13) Acknowledging and affirming this important prior work, in the present report the Special Rapporteur addresses the intersection of counter-terrorism and preventing and countering violent extremism with the use of new technologies. She also takes due account of the United Nations system-wide strategic approach and road map for supporting capacity development on artificial intelligence (AI).[[13]](#footnote-14)

9. She draws attention to the ways in which security imperatives and counter-terrorism rationales are used to validate the development, use and transfer of new technologies, including, but not limited to, biometric technologies, AI, unmanned aerial vehicles (drones) and surveillance tools. She decries the ways in which, under the guise of preventing terrorism, new technologies have been used that, in practice, function to profoundly undermine the rights of individuals and communities. High-risk technologies have been brought in through the proverbial “back door”, validated by appeals to security that in actuality weaken broader collective security and undermine the promotion and protection of human rights. Some States with egregious human rights records, many lacking basic legislative or judicial protections, have been handed carte blanche access to high-risk technologies, which have been used by those same States to crack down on legitimate dissent, human rights advocacy, including on behalf of women and children, legal representation, journalistic expression and humanitarian action.

10. The Special Rapporteur acknowledges the threat that terrorism poses to individuals, communities and societies. She is profoundly aware of the suffering that indiscriminate acts of political violence directed at civilians produces, and her commitment to the victims of terrorism and their families and communities is unwavering. She continues to press States and multilateral institutions to meaningfully address and remedy the intersectional causes of terrorism and complex violence, including armed conflict.[[14]](#footnote-15)

11. She decries, however, the elevation of blinkered security thinking that has accompanied a particularly restrictive approach to countering terrorism, including within multilateral institutions. The diagnosis of the terrorism threat in national contexts, as well as within United Nations counter-terrorism bodies, suffers from a habitual lack of holistic engagement with the causalities, overlapping forms and co-relational production of violence. Policymakers opt instead for simplistic, tired tropes about the causes of violence and propose responses that simply do not work. The practice of counter-terrorism and the incomplete analysis of the causes of terrorism contribute to an unacceptable failure to adequately address terrorism and complex violence across the globe. Responses based on inadequate causal analysis and selective data have frequently exacerbated rather than reduced violence. It is into this universe that the adoption of new technologies, often sensationalized as the “fix” to the phenomenon of terrorism, which is underdefined or simply not defined at all, occurs. In the Special Rapporteur’s view, the appropriateness, necessity and added value of new technologies should be subjected to heightened scrutiny before being enthusiastically and unquestioningly adopted in counter-terrorism contexts. Fundamental questions need to be asked as to whether such technologies will contribute to, or jeopardize, the protection of human rights, the rule of law and equality in a field that is increasingly defined by infringements on human dignity.

12. She highlights three particular trends that characterize the use of new technologies in counter-terrorism and preventing and countering violent extremism. The first is the leveraging of terrorism as a policy rationale to adopt high-risk technologies, with the justification of exceptionality contaminating legal and policy debates. This includes the practice of applying national security and/or counter-terrorism exemptions in legislation regulating emerging technologies. The second relates to the absence of consistent human rights analysis and practice in the development, use and transfer of new technologies. Superficial and performative referencing to human rights is a feature in this arena. The result has been the abject failure to regulate high-risk technologies, with globally adverse human rights and international rule of law consequences. The third involves the predictable and insidious move from initial exceptional use of new technologies in narrow security contexts to general use, importing and normalizing the use of these technologies in everyday life.

13. In the present report, the Special Rapporteur pays particular attention to bilateral and multilateral technology transfers in the counter-terrorism realm, highlighting the failures of States and multilateral institutions to put in place robust oversight and control systems to prevent abuse. The apparent unwillingness to regulate the practices of private entities, including multinational corporations, that violate human rights is a cause for profound concern. The report contains several specific and actionable recommendations that build on previous recommendations to implement the Guiding Principles on Business and Human Rights (including leveraging the B-Tech Project of the Office of the United Nations High Commissioner for Human Rights (OHCHR)) and augment other treaty-based and export regulation mechanisms.

14. Regrettably, the United Nations itself appears to be engaged in supporting and enabling counter-terrorism technical assistance and capacity-building in new technologies with programming that does not fully operationalize human rights due diligence obligations and appears to systematically underweigh the risks of abuse. For United Nations entities, capacity-building and technical assistance engaging high-risk technologies, including AI, biometrics and cybersecurity, in counter-terrorism contexts must be undertaken in a manner that is consistent with international human rights, refugee and humanitarian law, and the human rights due diligence policy. They should also be guided by the Secretary-General’s strategy on new technologies, the stated goal of which is to define how the United Nations system will support the use of such technologies to accelerate the achievement of the 2030 Agenda for Sustainable Development and to facilitate their alignment with the values enshrined in the Charter of the United Nations, the Universal Declaration of Human Rights and the norms and standards of international law. She supports calls in the first instance for critical dialogue among technology and telecommunications companies, United Nations human rights experts and civil society, providing a robust multi-stakeholder approach to regulation. This dialogue must be fully aligned with practical regulatory action to mainstream a human rights-based approach into the development, use and transfer of new technologies. Specific recommendations to that end are made in the present report.

15. She emphasizes the accelerator role that the Security Council has played in mainstreaming and legitimizing the widespread use of new technologies into counter-terrorism through resolutions passed under Chapter VII of the Charter.[[15]](#footnote-16) She concurs with the view that the Council should exercise its capacity in counter-terrorism regulation with caution, discretion and self-restraint and avoid the overreach which has defined counter-terrorism resolutions from 1373 (2001) onwards.[[16]](#footnote-17) She notes recent consideration by the Counter-Terrorism Committee regarding the abuse of drones, information and communications technologies, and new online payment and fundraising methods by terrorist actors. As Chair of the Committee in this context, India promoted meaningful and extensive dialogue with multiple stakeholders and experts, including independent civil society actors. She commends the inclusive process, which resulted in the adoption of the (non-binding) Delhi Declaration on countering the use of new and emerging technologies for terrorist purposes,[[17]](#footnote-18) and encourages the incoming Chair, the United Arab Emirates, to take a similar approach and to mainstream inclusion into the regular work of the Committee. The Declaration represents progress in recognizing the relevance of human rights to the regulation of sensitive and risky technologies. Nonetheless, the Special Rapporteur is very concerned that the Declaration does not address the broader context of the abuse of armed drones by States, the misuse of measures to counter the financing of terrorism to target civil society and humanitarian actors, or the widespread abuse of surveillance technologies by States. The Security Council and the Counter-Terrorism Committee Executive Directorate should tread very cautiously and avoid taking any narrowly framed regulatory guidance forward, even as soft law. United Nations guidance on these technologies would be severely impoverished if the regulatory conversation were to be led solely or first by a counter-terrorism body, operating in a restricted frame of reference, missing the broader multisectoral and multidimensional context which is essential to regulation or guidance and is based on respect for the rule of law and compliance with the Charter. She is concerned that such guidance will conflict with or undermine legally binding progress on these issues in parallel forums or emerging from other larger multilateral processes.

16. By way of example, the Security Council, under its expansive resolution 2396 (2017) required States (under Chapter VII) to develop systems to collect biometric data in counter-terrorism contexts, creating a global mandate on high-risk biometric data collection, storage, use and transfer, with little external consultation among technical experts and other stakeholders (including affected States).[[18]](#footnote-19) The phenomenon of foreign (terrorist) fighters specifically travelling from Iraq and the Syrian Arab Republic triggered this mandate. The scale of political and security concerns at the time (2014) should not be minimized, with intelligence services indicating the movement of (potentially) hundreds of fighters affiliated with designated terrorist groups. But a gargantuan global mandate to collect biometric data on every human crossing a border on the planet premised on this specific and targeted regional threat prompts fundamental questions about the proportionality of the response. To this day, accurate global data on the number of actual transits across borders by foreign (terrorist) fighters are not available, despite the fact that the phenomenon of transit is invoked to justify the enforcement of a global biometric data collection mandate and other intrusive security measures.[[19]](#footnote-20) As a result, biometric data collection at borders, which was originally justified on the basis of terrorist threat, functions as a way of regulating migrants,[[20]](#footnote-21) providing surveillance data to States, and acts as a social control mechanism. The biometric data collection requirement of resolution 2396 (2017) was distinguished by its lack of human rights and rule of law specificity and is grievous in its human rights deficits. The implementation of such biometric data collection with only superficial human rights oversight contributes to a global calamity involving the systemic misuse of counter-terrorism measures.[[21]](#footnote-22) Failure to “connect the dots” between global counter-terrorism mandates and domestic security practices is a fundamental weakness in United Nations-centred security thinking which undermines broader United Nations development, governance and rule of law efforts. Concerningly, regional bodies have not stepped up sufficiently to fill gaping human rights and rule of law deficits.

17. She notes that many new technologies involve complex systems which display inherent risks for rights protection, particularly for vulnerable groups. The failure to take account of the special characteristics of high-risk systems, the systemic devaluation of discrimination and inequality risks, and the lack of human rights-based risk management approaches define the major human rights challenges in this realm. In addition, there is little political appetite for risk reduction or willingness to put in place moratoriums on the use of certain profoundly risky technologies. Instead, a laissez-faire approach to the private sector’s development and use of new technologies in security contexts prevails. Fundamentally, given the lack of an internationally agreed definition of terrorism[[22]](#footnote-23) and the ingrained and systematic abuse of counter-terrorism and security laws and practices at the national level, the use of new technologies in this problematic arena creates a compounded and intersectional set of human rights challenges.

 A. Biometrics

18. Biometrics is the scientific discipline concerned with measurements and metrics related to biological or behavioural characteristics that are common to all human beings while also being highly representative of a person, thus allowing for the identification of individuals. Such markers may be related to a person’s physiological characteristics, such as finger or palm prints, DNA and the face, iris or retina (i.e. biological biometrics). Others are linked to behavioural patterns, such as recognition based on a person’s gait (behavioural biometrics or “behavioumetrics”). As biometric identity attributes are both unique to a person and stable over time, they provide a singularly useful tool for accurate and efficient identification and authentication. However, these characteristics are also what make such data particularly sensitive,[[23]](#footnote-24) thus creating a need for secure systems for data storage and processing to mitigate the risk of unauthorized access.[[24]](#footnote-25)

19. Biometric tools have become a standard instrument of law enforcement and administrative agencies in various contexts, including civil identification, criminal justice and border management. The Special Rapporteur recalls that, while biometric tools have been used successfully for legitimate public interest purposes, they have also been employed in connection with gross human rights violations, atrocity crimes, and oppressive and authoritarian regimes.[[25]](#footnote-26)

20. The Special Rapporteur, among others, has raised concerns regarding the collection of the biometric data of vulnerable populations and persons in diverse contexts. The collection of biometric data of populations in conflict zones, including in Iraq and Afghanistan, has raised serious concerns,[[26]](#footnote-27) including with respect to the transfer of biometric data collected under the rubric of countering terrorism directly into the hands of United Nations-designated terrorist groups or individuals.[[27]](#footnote-28) Special procedure mandate holders and the Committee on the Elimination of Racial Discrimination have raised concerns about the use of such technologies in the Xinjiang Uyghur Autonomous Region in the context of the application by China of its Counter-Terrorism Law and its implementing measures in the region.[[28]](#footnote-29) Among a slate of measures raising serious human rights concerns, reports indicate that authorities have conducted mass collection of biometric data (such as DNA samples, fingerprints, iris scans and blood types) of residents of the region. The use of biometric data in Somalia and by Israel in the Occupied Palestinian Territory has raised similar concerns.[[29]](#footnote-30)

21. She highlights that the coronavirus disease (COVID-19) pandemic has accelerated biometric data collection and both further exceptionalized and normalized its use, including the deployment of biometric capacity developed for counter-terrorism and security purposes to the management of a global health pandemic that has disproportionately affected religious, ethnic and racial minorities, other vulnerable groups and those economically and socially marginalized in society.[[30]](#footnote-31) The repurposing of biometric capacity developed for counter-terrorism purposes to regulate the most marginal communities during a pandemic should concern all stakeholders.

22. The increasing use – and misuse – of biometric technology in the counter-terrorism context enjoys cover from a range of Security Council resolutions. In its resolution 2396 (2017), the Council required States to “develop and implement systems to collect biometric data” in order to “responsibly and properly identify terrorists, including foreign terrorist fighters”. In its resolution 2396 (2017), the Council specifically required States to develop and implement systems to collect such data, including fingerprints, photographs and facial recognition and other relevant identifying biometric data.[[31]](#footnote-32)

23. This concerted policy drive towards comprehensive biometrics collection has not been undergirded by the necessary work to achieve an adequate worldwide legal and regulatory regime. Indeed, instead of leading a comprehensive effort to agree on a set of robust international rules and standards regarding biometric/identity data collection, the chief effort in the United Nations system has simply been a capacity-building programme to facilitate that collection. That programme – the United Nations Countering Terrorist Travel Programme – includes the provision of technical assistance and support to Member States in their collection of advance passenger information and passenger name record datasets from all air travellers internationally, supported by the United Nations goTravel software programme, which is provided by the United Nations to States as a standard tool for data collection, sharing and analysis.[[32]](#footnote-33)

24. The Special Rapporteur’s particular concerns regarding the Programme and the system of personal data collection it supports include: (a) the collection of data in principle, given the degree of detail that the data, particularly passenger name record data, provide about the data subjects’ lives; (b) the way in which the collection, by definition and unavoidably, occurs in relation to all travelers without discrimination, raising a clear challenge to necessity and proportionality; (c) the length of the retention period, which takes the use of such data beyond being merely a check against watchlists for particular flights and renders it capable of being a long-term record of personal behaviour from which detailed knowledge can be drawn; and (d) the data-sharing across borders between agencies of different nations raises particular risks with respect to differing standards of human rights compliance internationally. The Special Rapporteur is deeply concerned about inaccurate/discriminatory algorithmic decision-making in advance passenger information and passenger name records; she underscores the impact of the use or transfer of these technologies on freedom of movement, the right to leave and the right to seek asylum; and she highlights illegitimate targeting by States to whom data are transferred and the entirely inadequate remedies that exist for breaches of human rights that occur in the context of the use of such data.[[33]](#footnote-34) She notes the limited engagement of the Programme with United Nations human rights entities. She calls for an independent audit of the Programme to ensure the integrity of its practices and technology transfer in respect of human rights, data protection and the rule of law.

25. In the same vein, the Special Rapporteur has significant concerns about the role and influence of the United Kingdom-based Biometrics Institute,[[34]](#footnote-35) an organization aligned with industry and Governments which promotes standards and practices but is singularly closed and inaccessible to civil society actors and human rights stakeholders.

26. She also highlights her profound concerns about biometric data-sharing, which is strongly encouraged by the international community. One striking motif of normative counter-terrorism regulation has been the increased emphasis on the cooperation between States to advance presumed convergent counter-terrorism interests.[[35]](#footnote-36) Data-sharing is a black box of international law practice, with little information available on whether and what type of biometric data are exchanged, and, more practically, on the content of data-sharing agreements. Whether human rights considerations figure at all in such agreements remains largely unknown. She highlights the tension that currently exists between repeated calls by the General Assembly and the Human Rights Council for counter-terrorism cooperation among States, in instruments from the Global Counter-Terrorism Strategy to resolutions,[[36]](#footnote-37) and the abject failure to specify that such cooperation must be undertaken in compliance with States’ human rights obligations, including with regard to the right to privacy.

 B. Drones

27. Another field which demonstrates vividly the trend of problematic and sometimes unlawful tactics and technology originally developed for exceptional and specific counter-terrorism and national security purposes being normalized and brought into regular service is that of drones. Drone technology is proliferating at a remarkable speed. The use of armed drones worldwide, both within the confines of formal armed conflicts in particular geographical locations and as part of an asserted counter-terrorism response, remains a matter of substantial controversy and poses an ongoing risk to civilians and a challenge to human rights protection. Drone strikes have been used both against targets in war zones during conflict and against individuals in so-called “targeted killings” outside the geographical frame of ongoing conflict. Many of these conflicts are distinct, as they are framed not as orthodox international armed conflicts, but as theatres of counter-terrorism operation and practice. The development of drone technology is inextricably linked with military capacity and lethality,[[37]](#footnote-38) and drone strikes have been consistently justified in counter-terrorism terms. The use of drone operations has been roundly criticized, including by the Special Rapporteur on extrajudicial, summary or arbitrary executions and the former Special Rapporteur on the promotion and protection of human rights and fundamental freedoms while countering terrorism.[[38]](#footnote-39) The Special Rapporteur joins those condemnations and disputes the legality of the extraterritorial use of lethal drones and the multiple human rights violations such targeting engages. She voices deep unease at the acceleration of the so-called “over-the-horizon” drone deployment premised on preventing terrorism. She warns against the perpetuation of conditions conducive to terrorism, where the use of force is pernicious, unaccountable, indiscriminate in practice and driven by a hubris which devalues the lives of those on the ground.[[39]](#footnote-40)

28. Despite attempts over the past decade to urge States to agree, adopt and abide by consistent standards on the lawful use of armed drones, little tangible progress has been made. States have continued to deploy this technology as a means for the targeted killing of alleged terrorists overseas, both within and outside the formal confines of armed conflict. Furthermore, numerous States have begun to expand the use of armed drones within their own borders, and new technologies have been developed, including nano-drones, drones armed with non-lethal weaponry and non-incendiary lethal drones, which raise novel human rights concerns. The Special Rapporteur stresses the lack of comprehensive regulation in this innovation-driven arena, including an absolute lack of human rights protections and enforcement.

29. She recalls the work of previous mandate holders regarding the use of armed drones. In his 2013 report to the General Assembly,[[40]](#footnote-41) Ben Emmerson reviewed dozens of strikes from Afghanistan to the Occupied Palestinian Territory between 2001 and 2013 and highlighted the concerning lack of transparency in the deployment of armed drones, which, in the words of the United Nations High Commissioner for Human Rights, “creates an accountability vacuum and affects the ability of victims to seek redress”.[[41]](#footnote-42) In his 2014 report to the Human Rights Council, Mr. Emmerson underscored an urgent and imperative need to reach a consensus among States on a range of issues to advance human rights and humanitarian law protections.[[42]](#footnote-43) The Special Rapporteur reiterates the call by the Secretary-General for a global prohibition on lethal autonomous weapon systems.[[43]](#footnote-44)

30. The Special Rapporteur emphasizes that the applicability of international legal standards on the lawful use of force is not an abstract question, or a question separate from the human rights assessment of lethal drone strike events. As a matter of basic principle under international human rights law, the use of lethal force to deprive a person of the right to life must be exercised in all cases in a manner that is non-arbitrary. As the Human Rights Committee observed in its general comment No. 36 (2019), the right to life is “the supreme right from which no derogation is permitted, even in situations of armed conflict or other public emergencies that threaten the life of the nation” and deprivation of life is arbitrary “if it is inconsistent with international law or domestic law”. The Committee further observed that the “use of lethal force consistent with international humanitarian law and other applicable international law norms is, in general, not arbitrary”, and therefore “States parties should, in general, disclose the criteria for attacking with lethal force individuals or objects whose targeting is expected to result in deprivation of life, including the legal basis for specific attacks, … the circumstances in which relevant means and methods of warfare have been used and whether less harmful alternatives were considered”.[[44]](#footnote-45) Where States rely upon purported justifications which do not find adequate support in international law, the result is that such actions, by definition, violate the fundamental human rights principle of non-arbitrariness. She is deeply concerned that contemporary extraterritorial use of armed drones involves arbitrary use of force under international human rights law standards.

31. In the past five years, drone technology has followed the same well-worn path from the battlefield to the home front that has been observed in policing tactics and weaponry generally. This move from justification in the context of conflict and counter-terrorism to “regular” law enforcement tracks the consistent pattern identified in the present report, whereby approaches originally justified by exceptional counter-terrorism objectives reliably become incorporated into the local, domestic and “regular” legal system. In particular, following the adoption in 2016 by the United States Federal Aviation Authority of a rule permitting deployment of drones within domestic civilian airspace,[[45]](#footnote-46) the use of drones by domestic law enforcement, first in the United States and then globally, has expanded rapidly. Research establishes that more than 1,000 police departments in the United States are currently using drone technology.[[46]](#footnote-47) At least 40 police forces in the United Kingdom use drones.[[47]](#footnote-48) Police forces in China use drones, with the Xinjiang Public Security Bureau having partnered with the company DJI – the world’s leading drone manufacturer, which commands more than 75 per cent of the drone market.[[48]](#footnote-49) Police forces in Australia, and Israel, and in Africa, Europe, the Persian Gulf and the Americas are also using them.[[49]](#footnote-50)

32. It is notable that in several national contexts the justification for such use tracks national security and counter-terrorism imperatives argued to be necessary to counter domestic terrorism or protect critical infrastructure from terrorist attack. The first generation of drones used domestically by law enforcement performed surveillance functions only. They were effectively roaming closed circuit television cameras in the sky. The current generation, however, is routinely equipped with enhanced features such as thermal and night-vision imaging, automatic target tracking, loudspeakers and spotlights. Drone manufacturers have developed models aimed at the police market that are fitted with non-lethal weapons. French drone manufacturers have models for sale to law enforcement which can carry up to 18 tear gas grenades.[[50]](#footnote-51) A South African drone manufacturer, Desert Wolf, has developed a drone with high-capacity paintball barrels capable of firing solid pellets, paintballs or pepper spray.[[51]](#footnote-52) The “sell” for such weapons is linked directly to the articulation of domestic national security risk and challenges both from within and outside the country. The Special Rapporteur reminds business enterprises that they have a responsibility to respect all internationally recognized human rights. Businesses must avoid infringing on the human rights of others and address adverse human rights impacts they create. Fundamentally, States must hold business enterprises responsible for human rights violations. Pillar II of the Guiding Principles on Business and Human Rights provides an authoritative blueprint for all enterprises regarding how to meet this responsibility.[[52]](#footnote-53)

33. As drone technology becomes more sophisticated, it is likely that operators will shift to micro- or nano-drones, with profound human rights consequences resulting from their easier deployment and intrusion. The Black Hornet drone, developed by Prox Dynamics of Norway, is now officially used by approximately 20 military forces, including the United States Marines, the British Army and the armed forces of Australia, France, Germany, South Africa, Turkey and others. The Black Hornet drone weighs less than 20 grams, fits in one hand and flies virtually silently. Current models can be equipped with cameras for motion and still images, with a 1.6 km range. Thousands of these micro-drones have been deployed by military forces in the past five years.[[53]](#footnote-54)

34. She is additionally deeply concerned about the use of drones to surveil protests. She underscores again that this is consistent with the broader trend she identifies of the short-lived exceptional use of certain technologies and their rapid reinvention as ordinary State practice. In addition to the obvious implications for privacy, freedom of assembly, freedom of expression and the right to participate in political affairs, the use of drones coupled with the coercive power of the police brings the issues of arbitrary detention, the liberty and security of the person, and the right to life into play.

35. Given that domestic drone technology is moving in the direction of armed capabilities, it is necessary to ensure that the human rights framework that goes along with operations endangering the rights of the target to security and/or to life becomes part of the standard operating procedures of law enforcement worldwide. It is necessary to learn the lessons from the negative consequences that have followed from the use of drones in counter-terrorism contexts and apply them to their potential use in domestic law enforcement settings. The first part of that framework is the obligation of law enforcement to conduct planning beforehand, rather than simply using drones as standard practice or whenever officers prefer. The obligations relating to the planning of potentially harmful operations have been emphasized in case law, such as the European Court of Human Rights case of *McCann and others v. the United Kingdom*. The Court held in that case that risks to life must be subject to “the most careful scrutiny, particularly where deliberate lethal force is used, taking into consideration not only the actions of the agents of the State who actually administer the force but also all surrounding circumstances, including such matters as the planning and control of the actions under examination”.[[54]](#footnote-55) The factors that need to be taken into account when planning are noted by the Human Rights Committee in paragraph 12 of its general comment No. 36, which provides that any action which entails a risk of death or serious injury “must be strictly necessary in view of the threat posed”.

36. If drones are to be used in a manner which entails a risk of death or serious injury, then State law enforcement agencies must be prepared to discharge their human rights law obligation of due investigation (which is well recognized at the international level by the Human Rights Committee,[[55]](#footnote-56) the Inter-American Court of Human Rights[[56]](#footnote-57) and the African Commission on Human and Peoples’ Rights).[[57]](#footnote-58) The key features of the obligation of investigation have been set out in authoritative form in the revised version of the Minnesota Protocol on the Investigation of Potentially Unlawful Death. Those features include the following:

 (a) The investigation must be prompt;

 (b) The investigation must be both effective and thorough;

 (c) Investigations and the persons conducting them must also be, and must be seen to be, independent of undue influence, and investigators must be impartial and must act at all times without bias;

 (d) Investigations of violations must be transparent, including through openness to the scrutiny of the general public and of victims’ families.

37. It is obviously a risk that drone technology used in the law enforcement context will spill over boundaries and will be taken up in other contexts and by other actors. We have already seen this in the counter-terrorism context. The proliferation of drone technology is driven by a core group of States, but they cannot be certain that they will be able to control the further dispersal of that technology. A significant concern of the Special Rapporteur is the process by which the United Nations and States collaborate and provide technical advice and capacity-building worldwide, including through the transfer of technology such as drones.[[58]](#footnote-59) States can undertake technology transfers intentionally and consciously, but they can also do so through failures of due diligence which allow for accidental, opportunistic or covert transfers of technology and capabilities. States holding powerful tools are under a heavy duty to safeguard those tools and prevent them from getting into other hands. In advancing the use of such technologies in States, the United Nations is also subject to responsibilities such as the human rights due diligence policy. The record of States with respect to keeping control of drone technology leaves a lot to be desired. As the Special Rapporteur on extrajudicial, summary or arbitrary executions noted, at least 20 non-State actors have reportedly obtained armed and unarmed drone systems, including the Libyan National Army, Harakat Thahrir al-Sham, the Palestinian Islamic Jihad, Venezuelan military defectors, the Kurdistan Workers’ Party (PKK), Maute Group, Jalisco New Generation Cartel, the Houthis and Da’esh.[[59]](#footnote-60) States are gradually beginning to grapple with the implications of non-State or criminal groups using drones. In April 2022, the Government of the United States launched its domestic counter-unmanned aerial systems national plan aimed at responding to malicious deployment of drones by hostile domestic actors.[[60]](#footnote-61)

 C. Artificial intelligence in counter-terrorism

38. The Special Rapporteur acknowledges the rapid growth in the use of AI, which is changing multiple fields of social, economic, political and military action. She recognizes that AI has the properties of a general-purpose technology, meaning that it will open up wide-ranging opportunities for application. She affirms that States are increasingly integrating AI into law enforcement, national security, criminal justice and border management systems.[[61]](#footnote-62)

39. At the heart of AI development and use are algorithms, and in these contexts, AI functions as a forecasting tool. In the context of counter-terrorism, AI systems use vast quantities of data, including historic, criminal justice, travel and communications, social media and health data. The technologies may be used to create profiles of people, identify places as likely sites of increased criminal or terrorist activity and flag individuals as alleged suspects and future reoffenders.[[62]](#footnote-63) The use of AI has direct consequences for the individual as regards personal interface with the power of the State, including its coercive capacity. The privacy and human rights implications of this kind of data collection and predictive activity are profound for both derogable and non-derogable rights. The Special Rapporteur highlights her profound disquiet at AI assessments being used to trigger State action in counter-terrorism contexts, from searching, questioning, arrest, prosecution and administrative measures to deeper, more intrusive surveillance, when AI assessments alone should not be the basis for reasonable suspicion given its inherently probabilistic nature. She concurs with OHCHR that the opacity of AI-based decision-making poses exceptional burdens to realizing transparency and human rights accountability for its use.[[63]](#footnote-64)

40. Furthermore, the Special Rapporteur is deeply concerned with the entrenched practice of States adopting legislation that exempts the use of AI for military and national security purposes from ordinary oversight regimes. She notes in this regard the exclusion contained in the proposed artificial intelligence act of the European Union and in the Council of Europe’s currently confidential “zero draft” of a convention on AI, human rights, democracy and the rule of law. In the European context, she cautions strongly against a blank national security exemption in the AI act and encourages the European Union to ensure that exemptions are proportionate and consistent with existing European Union law, including the Charter of Fundamental Rights. She recommends that legislation hold agencies such as the European Union Agency for Law Enforcement Cooperation (Europol) and the European Border and Coast Guard Agency (Frontex) to Charter obligations, as their exclusion would create a realm of exceptionality that would serve as a terrible precedent regionally and globally. She stresses that AI systems developed for military or dual-use purposes should be regulated by the AI act. She maintains the position that the Council of Europe convention must include the design, development and use of AI systems for national defence within its ambit. To exclude them would effectively make the proposed convention irrelevant to the human rights concerns that are of greatest relevance in the region.

 D. Surveillance

41. The Special Rapporteur is deeply concerned about the scale of human rights violations posed by the worldwide proliferation and misuse of sophisticated intrusive cybersurveillance technologies originally justified by or intended for counter-terrorism and national security purposes. She has completed a position paper for Member States on this issue entitled “Global regulation of the counter-terrorism spyware technology trade: scoping proposals for a human rights-compliant approach”.[[64]](#footnote-65) A summary of the recommendations in the position paper, including the necessary features of any future regulatory framework to address the global trade in spyware, is annexed to the present report. She acknowledges that these powerful and innovative technologies can provide law enforcement and military and security services with incisive investigative and monitoring tools to disrupt terrorist violence and bring perpetrators to justice.

42. The twin twenty-first-century forces of the rapid increase in the capacity and complexity of computer hardware and software combined with the substantial expansion in the funding for, and prominence of, State counter-terrorism programmes has led to the development of a wide range of sophisticated surveillance technologies either directed at, or suitable for, counter-terrorism purposes. Standard practice in respect of counter-terrorism and criminal investigation promoted by multilateral organizations such as the Council of Europe and the International Criminal Police Organization (INTERPOL) calls for routine surveillance and collection of data by means of a range of hardware and software tools for investigative analysis.[[65]](#footnote-66) The capacity for such mass surveillance as the default tool for investigation has been dramatically increased by a series of converging trends in recent years: the precipitous decline in the cost of technology and data storage; the ubiquity of digital devices and connectivity; and the exponential increase in the processing power of computers.

43. The explosion of the surveillance technology industry in the twenty-first century has been due in part to the significant flows of funding into the counter-terrorism field. It has also followed from the extraordinary powers that State agencies have arrogated to themselves on the purported basis that the imperatives of counter-terrorism justify ubiquitous surveillance and government intrusion as a preventative and investigative tool.[[66]](#footnote-67) In keeping with the fundamental patterns of use identified in the present report, the intrusion is typically presented as targeting only certain risk groups, typically vaguely and problematically defined by reference to (often discriminatory)[[67]](#footnote-68) assumptions as to perceived risk of future harm. Such risk assessments are often based on poor or scant empirical evidence and their methodologies are often weak and ill-designed for the task at hand. The lack of clarity or rigour behind those definitions leads to a tendency for counter-terrorism operations to expand beyond the initially stated boundaries.

44. Sophisticated surveillance technology developed for counter-terrorism and national security purposes has increasingly become a focus of international concern thanks to a spate of revelations demonstrating that such tools are in fact being used to spy on politicians, journalists, human rights activists, lawyers and ordinary citizens with no links to terrorism and who pose no national security threat. Intrusive covert technology for surveillance of the content of individuals’ digital communications and other information, including metadata (location, duration, source and contacts) – commonly known as spyware – has proliferated internationally out of all control and poses substantial risks to the promotion and protection of human rights. Such profound challenges are illustrated by the scandal related to the use by repressive regimes of Pegasus, a surveillance software programme manufactured by the cyberintelligence company NSO Group. Such use has prompted inquiries by the European Parliament as well as litigation.[[68]](#footnote-69)

45. The impact of surveillance on multiple human rights is considerable. The Special Rapporteur highlights that the right to privacy functions as a gateway right protecting and enabling many other rights and freedoms, and its protection is intimately related to the existence and advancement of a democratic society. She therefore sees the escalation in the use of secret surveillance and the collection of content information and metadata for purposes of countering terrorism, combined with the runaway development of underregulated new technologies, as a significant threat to democratic societies.

46. Responsibility for these grave problems lies not only with the private entities that develop and either knowingly provide such technologies directly to rights-violating regimes or fail to exercise due diligence about the end use of their product, but also with State agencies that misuse these technologies in violation of international and domestic law and with States and international organizations that either actively facilitate or, through lack of robust regulation, have failed to prevent the trade of such technologies into the wrong hands.

47. While in previous eras spycraft and surveillance technology tended to be the exclusive preserve of government agencies and in-house technical experts, in the modern era the vast majority of surveillance tools used by State agencies are obtained from the private sector. Private cybersecurity firms responsible for tools with such capabilities include the Israel-based NSO, Quadream and Candiru/Saito Tech; the United Kingdom-based Gamma International; the Germany-based Vilicius Holding and Trovicor; the France-based Qosmos and Amesys; the Italy-based Area SpA and Hacking Team/Memento Labs; the firm Cytrox, which has divisions in Hungary, Israel and North Macedonia; the United States firms CyberPoint, Narus (a Boeing subsidiary), Blue Coat Systems and Cisco Systems; and the United Arab Emirates firm DarkMatter. It is a matter of urgency that the activities of these businesses and multinational corporations be regulated, in line with the obligations of States with respect to the regulation of the business sector, to prevent human rights violations.

48. In the light of recent revelations, a growing number of voices in the international human rights community have supported the call for a more robust, human rights-compliant regulatory framework for the use, sale and transfer of surveillance technology – and, in the meantime, a moratorium on the trade and transfer of such technology. The United Nations High Commissioner for Human Rights has called for a better, human rights-based system to regulate the spyware trade, including mechanisms for fixing responsibility for human rights breaches on private spyware producers by “requir[ing] by law that the companies involved meet their human rights responsibilities, are much more transparent in relation to the design and use of their products and put in place more effective accountability measures”.[[69]](#footnote-70) In the meantime, the High Commissioner has also called for a suspension of the trade in surveillance technology to allow States to work on an export and control regime, as well as to boost legal frameworks securing privacy.[[70]](#footnote-71) Similarly, the Special Rapporteur on the right to freedom of opinion and expression, the Special Rapporteur on the situation of human rights defenders, the Special Rapporteur on the rights to freedom of peaceful assembly and of association, and members of the Working Group on business and human rights made the following joint statement:

In recent years we have repeatedly raised the alarm about the danger that surveillance technology poses to human rights. Once again, we urge the international community to develop a robust regulatory framework to prevent, mitigate and redress the negative human rights impact of surveillance technology and, pending that, to adopt a moratorium on its sale and transfer.[[71]](#footnote-72)

Support for an interim moratorium was recently repeated by OHCHR in its 2022 report on the right to privacy in the digital age.[[72]](#footnote-73) In April 2022, Costa Rica became the first State to join the call for a moratorium on the trade in spyware technology,[[73]](#footnote-74) while a broad coalition of civil society reiterated the demand for a moratorium at the World Economic Forum meeting, held in Davos, Switzerland, in May 2022.[[74]](#footnote-75)

49. Considering the profound concerns about these technologies and the cover provided to them by contemporary discourse on and practices of counter-terrorism, the Special Rapporteur agrees with calls for the suspension of transfers of such technology. She does not rule out that States may come to the view that a permanent ban on spyware is justified, but heeds the High Commissioner’s call to investigate and work towards a human rights-compliant regulatory system for the sale, use and transfer of spyware technology, either as a precursor to such a ban or as a means to ensure protection for human rights without the necessity for one. The position paper of the Special Rapporteur provides a robust new proposal for international regulation of the trade in spyware so as to minimize human rights risks.

50. Finally, she highlights the necessity of independent oversight for surveillance and data collection premised on national security or counter-terrorism grounds.[[75]](#footnote-76) Noting that intelligence agencies are driving and adapting technological change and deploying an avalanche of new technologies, including machine learning, for automated offensive and defence computer network operations, the Special Rapporteur calls for substantial State investment in intelligence oversight capacity. Austerity in surveillance oversight cannot be justified given the evolution of surveillance technology, as the legitimacy of executive conduct depends on effective, modern and comprehensive intelligence oversight.[[76]](#footnote-77) She urges that, as a general practice, oversight bodies be given direct access to the operational systems of intelligence services[[77]](#footnote-78) and that they be allowed to monitor stored data for filer errors. They should also be involved in data minimization verifications. This will ensure oversight of intelligence audit trails and create methods to enable oversight if systematic pattern identification shows high overlap with illegal and inappropriate intelligence database use. Finally, she stresses that it is urgent that a human rights-compliant review of intelligence cooperation be undertaken,[[78]](#footnote-79) which will require consistent screening of transferred intelligence by methods such as data-sharing alerts to oversight bodies, consistent review of log files, deletion monitoring and a moratorium on intelligence-sharing with comparator agencies that have been identified as engaged in a consistent pattern of human rights violations.[[79]](#footnote-80)

 E. Effects of terrorism: victims

51. In its resolution 42/18, the Human Rights Council invited the Special Rapporteur to reflect on the negative effects of terrorism. She was pleased to provide an analysis of the legal parameters of the effects of terrorism through a human rights framework in her 2021 report to the Council.[[80]](#footnote-81) In that report, she provided a comprehensive update on the human rights obligations of States to victims of terrorism, urging States to adopt a human rights approach and undertake human rights-compliant and non-discriminatory protection, investigation, remedy, participation and memorialization measures for victims of terrorism.[[81]](#footnote-82)

52. She takes the opportunity to address two additional matters: the unique needs and rights of children who are victims of terrorism and the need for States to adopt human rights-compliant legislation to protect the human rights of victims of terrorism.

53. She underscores the enduring effects of terrorism on the lives of children and emphasizes the obligations of States to use the Convention on the Rights of the Child as their guide in addressing the rights of child victims. She stresses that responses to child victims of terrorism must be premised on the best interest of the child. She notes that child-centred and gender-informed trauma measures for child victims are essential and underdeveloped in many States. There must be a focus on resilience, but also on the right to child-appropriate psychological health care and education, as the pathways that enable and sustain long-term recovery for children.

54. She expresses concern about child victims of Da’esh in Iraq and the Syrian Arab Republic, thousands of whom are arbitrarily detained in Al-Hawl and Rawj camps in northern Syrian Arab Republic. She stresses that children detained in those camps must be treated primarily as victims of terrorism, consistent with the Convention on the Rights of the Child, Security Council resolution 2427 (2018) and General Assembly resolution 60/1. Every conceivable legal right to live a dignified and protected life as a child has been denied to those children. She is particularly alarmed about the situation of young boys and adolescents being detained on the premise of “association” in so-called rehabilitation facilities, in conditions which she finds meet the threshold for torture and inhuman and degrading treatment under international law. She unequivocally holds that States cannot pick and choose their preferred victims of terrorism, and to deny children so brutally treated by a designated terrorist group the protection of victims, undermines the equality principle fundamental to the protection of all victims of terrorism without discrimination. She underscores that to protect these victims from the effects of terrorism and the ongoing brutality of indefinite and arbitrary detention, human rights-compliant repatriation must be urgently undertaken.

55. The Special Rapporteur finally turns to the issue of domestic regulation of terrorism. She commends the model legislative provisions to support the needs and protect the rights of victims of terrorism co-produced by the Inter-Parliamentary Union, the United Nations Office on Drugs and Crime and the Office of Counter-Terrorism to which she was pleased to provide technical assistance and input.[[82]](#footnote-83) She urges States to adopt human rights-compliant domestic legislation to fully and equally protect the rights of all victims, including victims of terrorism.

 III. Recommendations

 A. States

56. **The Special Rapporteur recommends that States:**

 (a) **Pass comprehensive domestic legislation protecting individual rights and group rights in the collection of data premised on national security, counter-terrorism, violent extremism or extremism grounds;**

 (b) **Ensure that, in their policies and procedures for the use of armed drones, both within and outside counter-terrorism and conflict settings, including when acting extraterritorially, they strictly observe established rules of international law, international humanitarian law and international human rights law (as applicable), and the use of armed drones in the domestic context should be subject to robust oversight mechanisms in full compliance with human rights law, with such oversight applying on a technology-neutral basis to all developments in drone technology;**

 (c) **Pass comprehensive domestic legislation which adequately protects the right to privacy as a gateway right enabling and sustaining the protection of other fundamental human rights, including non-derogable rights. This includes comprehensive data protection legislation;**

 (d) **Establish and support adequately resourced and independent oversight of new technologies in counter-terrorism and security contexts. This includes the establishment of independent data privacy oversight bodies. In parallel, States must ensure that intelligence oversight bodies are adequately resourced and technologically proficient to address the expansive use of technology by intelligence entities. This includes direct access to intelligence services’ operational systems, access to stored data, oversight of intelligence audit trails, as well as the establishment of mechanisms of oversight for intelligence cooperation, as set out in the present report;**

 (e) **Put in place moratoriums on human rights-deficient transborder cooperation that facilitates the transfer of high-risk technologies to States with poor to chronic records of human rights violations;**

 (f) **Provide adequate and accessible remedies to individuals whose personal information has been mishandled or misused in counter-terrorism or preventing and countering violent extremism contexts;**

 (g) **Take practical legislative steps to protect against human rights abuses by businesses in the technology sector;**

 (h) **Commit to independent oversight over the United Nations Global Counter-Terrorism Coordination Compact Task Force and the Office of Counter-Terrorism.**

57. **The Special Rapporteur also calls for:**

 (a) **The revision of the proposed legislation of the European Union on AI to remove national security exclusions;**

 (b) **A more transparent, inclusive and open process for the development of the Council of Europe “zero draft” of a convention on AI;**

 (c) **In concurrence with the report of the High Commissioner, the adoption by States of robust export control regimes for the cross-border trade of surveillance technologies** **in order to prevent the sale of such technologies when there is a risk that they could be used in violating human rights, including by targeting human rights defenders or journalists;**[[83]](#footnote-84)

 (d) **A moratorium on the use of remote biometric recognition technologies in public spaces, at least until the authorities responsible can demonstrate compliance with privacy and data protection standards and the absence of significant accuracy issues and discriminatory impacts and until all the recommendations set out in paragraph 53 (j) of the report of the Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression,**[[84]](#footnote-85) **are implemented.**[[85]](#footnote-86)

 B. United Nations-specific recommendations

58. **The Special Rapporteur recommends that:**

 (a) **All United Nations entities, the Office of Counter-Terrorism and the Counter-Terrorism Committee Executive Directorate in particular, fully and practically address the human rights implications of providing capacity-building and technical assistance capacity in the new technology realm, including AI, biometrics and border management tools, to States with demonstrated records of human rights violations in the security and counter-terrorism arena. Both moratorium and suspension protocols on capacity-building and technical assistance in the use of high-risk technologies should be established in line with the principles and supporting frameworks of the human rights due diligence policy;**

 (b) **All United Nations entities engaged in programming in these areas establish dedicated risk matrices, due diligence protocols and evaluation capacities that are timely, responsive and committed to ensuring the principle of doing no harm. The high-risk nature of these technologies and the high levels of engagement of actors outside of the definition of State security forces in the human rights due diligence policy make doing so critical;**

 (c) **The Secretary-General initiate the process of internal inspection and evaluation or an external independent audit of the Countering Terrorist Travel Programme to ensure the integrity of its practices and technology transfers in respect of human rights, data protection and the rule of law.**

 C. Business enterprises

59. **The Special Rapporteur emphasizes that:**

 (a) **Business enterprises in new technology sectors must practically and publicly implement their operations guided by respect for international human rights law and act with due diligence so as to avoid adverse impacts on individuals and communities, including through the “respect, protect, remedy” framework set up under the Guiding Principles on Business and Human Rights;**[[86]](#footnote-87)

 (b) **Business enterprises in new technology must conduct comprehensive human rights due diligence. This includes conducting risk assessments of actual and potential human rights impacts, both direct and indirect, during all phases of business operations;**

 (c) **Businesses enterprises engaged in the development, use and transfer of high-risk new technologies must be subject to more stringent regulation and oversight by legislatures, courts and international regulation, including significant financial and administrative penalties for a failure to adopt adequate due diligence practices.**

Annex

 Draft Proposed State Commitments with Respect to the International Trade in Spyware

1. The current response to the challenge posed to human rights by the extremely powerful tools of the contemporary spyware industry is fractured and inadequate. Direct approaches to the voluntary responsibility of corporations developing and selling the technology rely upon the UN Guiding Principles on Business and Human Rights, the effectiveness of which is undermined by the absence of a binding enforcement arm. Domestic private law doctrines form an inconsistent patchwork, with ample room for argument about degrees of responsibility along transnational production chains, how human rights harms equate to (or diverge from) traditional models of physical harm, and how relationships between private entities and foreign sovereign entities ought to be dealt with. They also necessitate victims of unlawful surveillance having the knowledge and the means to use litigation to hold private companies to account. At the same time the export control system was developed for the radically different context of conventional arms. It grants exporting States generous latitude in their decision-making, providing the conditions for confusion, inconsistency, and arbitrage between jurisdictions.

2. All of this means that there is no obvious mechanism for accountability if corporations fail to advert to the harms to which their spyware technology may cause or contribute, and no clear deterrent to prevent producers from developing and trading in such technology without concern for its potential impacts.

3. As a result, the way forward for regulation of the spyware trade requires a novel approach which avoids the gaps in the existing patchwork of purported oversight and accountability methods.

4. A human rights analysis of the use of spyware in the counter-terrorism context suggests that spyware technology must at a minimum: (a) allow for users to specifically target certain data and metadata, rather than automatically monitor and record all data and metadata; (b) avoid automatically accessing data relating to contacts of targeted individuals, unless users specifically require that additional information for investigative purposes; and, in any event, (c) create an indelible, permanent, and uneditable auditable record of what actions have been taken by the user of the spyware, including any interferences/modifications of data/metadata, when those occurred, and by whom they were effected so that the use of the tool can be verified, and its human rights compliance assessed after the fact by judicial authorities. Part of that indelible and uneditable record must be some form of identifier or watermark such that judicial authorities overseeing complaints may verify the producer of spyware alleged to have been used against a victim and the customer to which that spyware was originally supplied and, from such source, can compel disclosure of the auditable record such that the legality of any use complained of can be adequately reviewed. Spyware which fails to display such features cannot, however otherwise tightly regulated, be capable of human rights compliance.

5. It is therefore recommended that States adopt commitments substantively equivalent to the following draft proposals:

*‘Each State party shall, within two years from the date of their signature, give binding domestic effect to the following obligations (whether through the enaction of domestic legislation or such other steps (if any) as are required under its national law):*

 1. Companies domiciled within their jurisdiction are prohibited from manufacturing or offering for sale or other provision spyware technology which fails to display the following cumulative characteristics:

 (a) Not automatically granting access to all data and/or metadata once the spyware infiltrates a network, computer, or device, and instead providing that the user must positively select the types of data and/or metadata for monitoring;

 (b) Not automatically granting access to any data and/or metadata regarding contacts of the target network, computer, or device, and instead providing that the user must positively select any contacts for monitoring;

 (c) Providing in all cases of use of the spyware that there is created an indelible, permanent, and uneditable auditable record of what actions have been taken by the user of the spyware, including any interferences/modifications of data/metadata, when those occurred, and by whom they were affected. This record must include a record of the producer and customer for the spyware technology, so that judicial authorities may properly be able to identify the producer and purchase of spyware used in any particular instance;

 2. Companies domiciled within their jurisdiction are made subject to a binding obligation to undertake a human rights due diligence exercise upon the purchasers, and, if different, the reasonably foreseeable end users, of spyware technology sold. Such human rights due diligence shall be proportionate to the risk of the technology being used by purchasers, or reasonably foreseeable end users, in breach of international human rights law;

 3. As a separate and independent obligation, companies domiciled within their jurisdiction are made subject to a binding obligation only to sell spyware technology in circumstances where they can prove that there is no tangible risk of the technology being used by purchasers, or reasonably foreseeable end users, in breach of international human rights law;

 4. For the avoidance of doubt, while the fact that such companies have obtained guarantees or assurances of compliance with international human rights law from purchasers, and/or, if different, the reasonably foreseeable end users, may be taken into account in the due diligence exercise and in the companies’ assessment of the real risk of breach, the mere fact of such guarantees or assurances will not, of itself, be sufficient to demonstrate compliance with their obligations set out above;

 5. As a separate and independent obligation, companies domiciled within their jurisdiction are subject to a binding obligation not to sell spyware to the agencies of any State which is not itself a signatory of this treaty;

 6. Breaches of the obligations set out above are to be actionable in the ordinary domestic courts of the State on the application of persons including but not limited to persons capable of demonstrating that they are likely (subject to an appropriate evidential burden) to have been victims of breaches of international human rights law connected with the use of that companies’ technology; and

 7. In the event that a court determines that a breach has occurred, the persons bringing actions in respect of the same are entitled to such remedies as are available in domestic law adequately to compensate them for the violations of their international human rights which are found to have occurred.
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