	

ARTIFICIAL INTELLIGENCE IN EDUCATION: HUMAN RIGHTS-BASED USE AT THE SERVICE OF THE ADVANCEMENT OF THE RIGHT TO EDUCATION


	Name of the country/entity submitting information
	UNESCO - PLS Division + IBE



Questions (feel free to respond to those which are relevant to your work)
1. Please provide examples of how AI tools and systems, including generative AI, are used in education process and related decision making in your country, organization or educational institution, with examples of specific software where relevant. 
Global:
· Intelligent tutoring systems monitor student progress, address difficulties, and adapt content to optimize learning paths. Additionally, AI aids in writing assignments, including automated assessment for plagiarism detection. Furthermore, AI enhances immersive learning experiences and gaming.  (UNESCO. 2021) Specifically, most commonly used machine learning algorithms, such as reinforcement learning, in ITS helps continuously improve the system's ability to provide personalized education by analyzing vast amounts of student interaction data. This approach ensures that each student's learning experience is tailored to their specific needs, thereby optimizing educational outcomes. Additionally, the integration of Natural Language Processing (NLP) in plagiarism detection systems like Turnitin demonstrates the capability of AI to handle complex linguistic data, ensuring academic integrity.
· The AI Report of the European Digital Education Hub’s squad on artificial intelligence in education (European Commission, European Education and Culture Executive Agency, 2023) presents potential use scenarios and practical examples of AI use in education:
· Teaching for AI [bias on algorithms, computational thinking and algorithms, data privacy and AI] (pp. 35-40)
· Teaching about AI [representation & reasoning in AI, Recommendation systems, Teaching machines to classify] (pp. 41-44)
· Teaching with AI [Automatic content generation, Intelligent tutoring systems and Automatic translation of conversations] (pp. 45-49) 
· Soon to be launched, UNESCO’s AI Competency Framework for Students (AI CFS) aimed at providing a blueprint to emphasize the importance of AI literacy by integrating foundational AI concepts such as bias in machine learning models and computational thinking into the curriculum. This approach equips students with the skills to critically evaluate AI technologies and fosters an understanding of how these systems operate. Teaching about AI, including recommendation systems and classification algorithms, ensures that students are not only consumers but also potential creators of AI solutions, thereby preparing them for future technological advancements.

Country examples/France:
· Among the winning projects of the Partnership for Artificial Intelligence Innovation (P2IA) for Cycle 2 (CP, CE1, CE2), several digital services have been developed to engage students in learning through an enjoyable environment, offer personalized content that adapts to their needs, and facilitate teacher monitoring by providing summaries of student results. In mathematics, these services include ADAPTIV’MATH, MATHIA, and SMART ENSEIGNO, while for French, they encompass LALILO and NAVI.  (Académie de Paris. March 2024)
· MIA Seconde is a digital service tailored for ‘Seconde” classes in general and technological high schools, offering personalized exercises and teacher follow-up either in-class or at home. It will undergo testing in 20 classes in Paris starting from March 1, 2024, before being implemented for all ‘Seconde’ high school students across France at the beginning of the school year in September 2024. The algorithms for this service are developed by the INRIA Laboratory and Sorbonne University. (Académie de Paris. March 2024)
· Several tools are available to teachers on the catalog of online resources, such as:  Nolej AI or Redmenta. Those resources automatically generate interactive content from document. (Académie de Paris. March 2024)

2. Please provide specific evidence of the known impact of AI tools and systems on learners and teachers and on education systems in general, both positive and negative and explain how the impact is monitored. For example, how does the use of AI affect:
a. persons with special learning needs, learners with different linguistic and cultural backgrounds, women and girls;
b. access to education of populations marginalized or underserved due to ethnicity, socio-economic status, displacement and other factors;
c. human interaction between teachers and students;
d. students’ and teachers’ human rights, privacy, safety, engagement, agency and critical thinking;
e. perpetuation of stereotypes and inequalities;
f. the type of information or disinformation that learners and educators are exposed to;
g. assessment of learning; 
h. education management.

Global:
· Learners across the world are increasingly vulnerable to privacy and security risks as their life and learning experiences are more digitized, and more online. In recent decades, operational readiness for online learning has tended to focus on issues of connectivity, infrastructure and the development of online solutions, while data protection, privacy, ownership, governance and security concerns have been treated as afterthoughts. (UNESCO. 2022) 
Integrating technology in teaching and learning could therefore compromise students’ privacy. (United Nations Human Rights Council, 2022)
· The disparity in digital skills proficiency between genders not only leads to a limited representation of women in the field of AI but also amplifies pre-existing gender disparities. It is imperative to advocate for gender equality in the advancement of AI technologies, empower girls and women by enhancing their AI competencies, and strive for gender balance within AI teams and organizations. (UNESCO. 2019) 
· For individuals with special learning needs, learners with different linguistic and cultural backgrounds, women and girls: AI tools leveraging Natural Language Processing (NLP) and reinforcement learning algorithms provide tailored learning experiences and real-time translation, supporting diverse linguistic needs and students with disabilities. Bias in training data can lead to discriminatory outcomes. Implementing fairness-aware machine learning techniques, such as re-weighting training datasets, mitigates bias and ensures equitable treatment.
· Access to education for marginalized populations: AI-driven recommendation systems enhance access to educational resources for underserved populations by personalizing content delivery. However, the digital divide may worsen if marginalized groups lack access to necessary technology and internet connectivity. Equitable access to digital infrastructure must be ensured to prevent exacerbating educational disparities.
· Technology can facilitate coach and mentor involvement. In Senegal, face-to-face coaching improved teaching practices more, but online coaching cost 83% less and still improved the way teachers guided their students’ reading practice. (UNESCO. 2023)
· Inclusion: During the 2019 Mobile Learning Week on Artificial Intelligence for Sustainable Development organized by UNESCO, several initiatives were presented, some of them promising for the purposes of language inclusion. For example, the Travis Foundation was established late in 2017 to challenge language inequality by digitizing resources for underrepresented languages. Native speakers are hired, digital corpora of languages are collected and people are engaged worldwide to translate texts. Another initiative worth mentioning is the Global Digital Library launched by the Global Book Alliance in 2018, ‘a digital platform [...] aimed at increasing the availability of high-quality, early-grade reading resources, including reading instruction books and storybooks, in underserved languages worldwide’ (UNESCO, 2019b). 
· Critical thinking: UNESCO’s work and focus on SEL in which eg MGIEP launched whole-brain approach inspired EMC2 framework adding ‘critical inquiry’ to CASEL’s SEL model for building key competencies around information processing, even more relevant in the era of AI powered content generation. (Cf. SEL for SDGs | Education for Emotional Resilience. Available at: https://mgiep.unesco.org/article/sel-for-sdgs-why-social-and-emotional-learning-is-necessary-to-achieve-the-sustainable-development-goals)

Country examples/United States:
· A study led in the US by Common Sense Education on privacy policies of EdTech applications and services used by students reports that 38% of educational technologies evaluated indicate they may use children’s personal and nonpersonal information for third-party marketing. (UNESCO. 2022)


3. Please provide examples of legislation, regulations (including codes of conduct or institutional rules) or policies addressing or covering the use of AI in educational context, including ethical or human rights concerns around AI development and use, data privacy, bias mitigation, transparency, academic integrity, plagiarism and proper attribution. Is due diligence mandated for the use of AI in educational context? Do students have clear guidance for citing AI usage? 

Global:
· UNESCO Recommendation on the Ethics of Artificial Intelligence adopted in November 2021 (non-binding): first-ever global instrument to deal with the topic of ethics of AI. It contains several policy areas, with area 8 focusing on education and research. It notably recommends states to:
· provide adequate AI literacy education
· promote the acquisition of “prerequisite skills” for AI education 
· promote general awareness programmes about AI developments 
· encourage research initiatives on the responsible and ethical use of AI technologies in teaching, teacher training and e-learning
· promote the leadership of girls and women, diverse ethnicities and cultures, persons with disabilities and vulnerable people
· develop AI ethics curricula for all levels
· promote and support AI research, notably AI ethics research 
· ensure that AI researchers are trained in research ethics and require them to include ethical considerations in their designs, products and publications
· encourage private sector companies to facilitate the access of the scientific community to their data for research 
· ensure a critical evaluation of AI research, and proper monitoring of potential misuses or adverse effects
· encourage scientific communities to be aware of the benefits, limits and risks of their use.
· Beyond the Recommendation, UNESCO is now piloting its Readiness Assessment Methodology with 50 countries for countrywide assessment of public AI implementations which helps operationalize the recommendation’s key values and principles - (Cf. Readiness Assessment Methodology. Available at: https://www.unesco.org/ethics-ai/en/ram)
· Beijing Consensus on Artificial Intelligence and Education, (2019).
· UNESCO Guidance for generative AI in education and research (2023).
· UNESCO guidance for policy makers on AI in education (2021)
· Governments encounter difficulties in effectively regulating educational technology, while public authorities face challenges in overseeing collaborations with private entities. (UNESCO. 2023)
· The latest regulation to date, the European General Data Protection Regulation (GDPR), is considered by scholars as international best practice. (UNESCO. 2022) 
Many countries, primarily high-income ones, have issued data protection laws or regulations following the GDPR. Yet they do not often distinguish between adults and children with respect to the treatment of personal data. As children deserve special protection, child data protection laws and standards, and accountability mechanisms tailored to children, are increasingly needed. (UNESCO. 2023) Additionally, UNESCO is collaborating with national bodies like French CNIL which enforces key mechanisms like Zero Knowledge Proof for age verification particularly relevant around dealing with minor’s data.

Example/Regional (Europe) Level:
· Under the AI Act, new regulations delineate obligations for both providers and users based on the level of risk associated with artificial intelligence. Although numerous AI systems present minimal risk, they still require assessment. (European Parliament. June 2023)
· European Commission (2022) Ethical guidelines on the use of artificial intelligence (AI) and data in teaching and learning for educators
· European Parliament resolution of 19 May 2021 on artificial intelligence in education, culture and the audiovisual sector

Others: The AI Report of the European Digital Education Hub’s squad on artificial intelligence in education (European Commission, European Education and Culture Executive Agency, 2023) presents country use-cases for teaching about AI (including through law, AI curricula, digital strategies or action plans) in Belgium, Ireland, Italy, Spain and Ukraine (pp. 53-59).

Country example/United Sates:
· The Educational Technology’s new policy report "Artificial Intelligence and the Future of Teaching and Learning: Insights and Recommendations" from the Office of Educational Technology of the U.S. Department of Education underscores the importance of knowledge sharing, involving educators, and enhancing technology plans and policies to effectively integrate artificial intelligence (AI) into education. (U.S. Department of Education. May 2023)


4. Please provide examples of participation of teachers, parents, students or communities in the development of nationwide or internal regulations addressing the use of AI in education. What has been the feedback from teachers, students and parents? Are there mechanisms in place to solicit such feedback?

Global:
· Teachers often do not take part in decisions on technology: 45% of teachers in 94 countries reported not being consulted about new technology they had to work with. 
(UNESCO. 2023)
· The UNESCO AI Competency Framework for Teachers (AI CFT) expands upon the ICT Competency Framework for Teachers (ICT CFT) to enhance educators' preparedness for integrating AI into education. This framework guides the development of AI literacy among teachers and includes them in the decision-making process regarding the adoption and application of AI in educational settings. UNESCO collaborates with countries to adapt the framework to their specific contexts.

Country example/France:
· The winning projects of the Partnership for Artificial Intelligence Innovation (P2IA) have been developed by companies and research laboratories in response to feedback from teachers gathered during a thorough research and development phase. (Ministère de l’Éducation nationale et de la jeunesse. Nd.)
· MIA Seconde, a digital remedial service in French and maths tailored for the first year of high school, has been developed collaboratively with researchers and disciplinary associations. (Académie de Paris. March 2024)

5. How does the education system support management staff, teachers and students in understanding how to use AI and how AI works? Please provide examples and /or texts of curricula that address both the technological and human dimensions of AI competency (both how it works (the techniques and the technologies) and what its impact is on people (on human cognition, privacy, agency)). 

Global:
· Some teachers are hesitant or lack confidence in using technology. Lower secondary school teachers who took part in the 2018 Teaching and Learning International Survey reported that ICT was their second highest training priority. Even after training, only 43% felt prepared to use technology for teaching. (UNESCO. 2023)

Example/Regional (Europe) Level:
· The European "AI4T" project includes the MOOC "Artificial Intelligence for and by teachers". The aim of this course is to help teachers and the educational community to acquire a general understanding of AI - its uses, technologies and limitations, and to accompany them towards an informed use of AI-based tools in the context of Education. This course has been developed and tested with teachers and school heads as part of the European AI4T project, involving five countries: France, Italy, Ireland, Luxembourg, and Slovenia. (Ministère de l’Éducation nationale et de la jeunesse. January 2024)

Country example/France:
· The Académie de Paris aims to equip students with AI training, emphasizing not only technical proficiency but also ethical and responsible use of the technology. Students are expected to cultivate skills such as critical thinking and problem-solving, ethical awareness and responsibility, and technological proficiency. (Académie de Paris. March 2024)

Specific inputs from IBE:

Global:
Teachers are the Key 
The teaching and implementation of the artificial intelligence curriculum cannot be achieved without teachers. Full-time teachers of information technology are the main body of artificial intelligence curriculum teaching, and teachers from other subjects will also be involved to jointly promote the interdisciplinary teaching of AI. It has become a normal phenomenon in artificial intelligence teaching that teachers and students face new problems and learn new knowledge together, which is not only happening in China, but also in other countries around the world. Therefore, it can be seen that the priority of artificial intelligence education is to further train teachers who are competent for information technology teaching in the new era. It still needs to be explored and optimised in front-line teaching practice.

Country example: Uruguay:
The Plan Ceibal, Urugay’s centre of Technology, using the ‘Evolutionary’ type of innovation in its mathematics platform PAM, has more than 100,000 mathematics exercises and is available for teachers and students of primary and secondary education. The platform enables personalised learning based on the particular needs of each student is a priority for educators. The platform leverages AI to enable a level of differentiation that is impossible for teachers who have to manage 30 students in each class.

Country example. India:
The organisation ‘Swift eLearning’ uses ‘incremental’ technology to help EMIS systems leverage the data generated in an e-learning module. The data collected from learner interactions provide valuable insight into when and why the learner might be struggling or achieving. Analysing this data helps create personalized learning pathways tailored to meet learner preferences.

Country example UK - higher education
‘OU Analyse’ is an Evolutionary AI application designed by the United Kingdom’s Open University, designed to predict student outcomes and identify students at risk of failing by analysing big data from the university’s education management information system (EMIS). The predictions are available to the course tutors and support teams, using easy-to-access dashboards, so that they might consider the most appropriate support.

Source:
Hybrid Education, Learning and assessment HELA Reader, UNESCO-IBE 2023 https://unesdoc.unesco.org/ark:/48223/pf0000387639?posInSet=1&queryId=2913819c-2209-48ba-8f00-571e60ad9b0d


6. Please provide examples of existing professional development programmes for teachers to use AI technologies. What training and support are provided to educators to effectively utilize AI tools in their daily work?

Example/Regional (Europe) Level:
· The European "AI4T" project includes the MOOC "Artificial Intelligence for and by teachers". The aim of this course is to help teachers and the educational community to acquire a general understanding of AI - its uses, technologies and limitations, and to accompany them towards an informed use of AI-based tools in the context of Education. This course has been developed and tested with teachers and school heads as part of the European AI4T project, involving five countries: France, Italy, Ireland, Luxembourg, and Slovenia. (Ministère de l’Éducation nationale et de la jeunesse. Janvier 2024)

Country example/France:
· For the Adaptiv'langue tool, EvidenceB, the startup behind it, offers comprehensive support, including resource presentations in schools, teacher training on the modules, workshops to foster reflection on usage, and ongoing user support. (EvidenceB. N.d.)
· MIA Seconde includes tutorials for teachers and students. (Académie de Paris. Mars 2024)

Country example/UK: The National Centre for Computing Education (NCCE) offers continuous professional development programs with certification to ensure teachers stay updated with the latest AI technologies and teaching methodologies.
· The NCCE utilizes adaptive learning platforms powered by AI to create personalized training pathways based on each teacher's knowledge level and progress. Certification programs include AI-driven assessments to evaluate teachers' understanding and competency in using AI technologies. Algorithms track learning progress and adapt content, ensuring teachers receive the necessary support to master new AI tools effectively.
· NCCE's "Teach Computing" initiative features an AI module that covers fundamental AI concepts, practical applications in education, and ethical considerations. Teachers earn badges and certificates upon completion, which are recognized as part of their professional development credits. More information is available at Teach Computing.
(Cf. National Centre for Computing Education. Available at: https://teachcomputing.org)

7. Please provide examples of policies addressing gaps and inequalities in access to necessary conditions for the use of AI in teaching and learning, for instance aimed at reducing the digital divide between students with easy access to AI tools at home and those dependent on school resources? What measures are in place to ensure that trustworthy and pedagogically appropriate AI tools and  resources are accessible to all students, regardless of their socio-economic background or geographical location?

Country example/Hungary:
· In 2015, Hungary initiated the Hipersuli program, a partnership between the government, Telenor Hungary, and Microsoft Hungary. This program aimed to provide mobile learning opportunities to reduce the initial digital divide and reach rural students in primary and secondary education levels. It prioritized increased access to high-speed internet for students. (European Union. 2017)

Country example/France:
· French local authorities have been heavily involved in various calls for projects, making it easier to equip schools with digital technologies. Thanks to initiatives such as the Collèges numériques et innovation project, mobile equipment has been deployed in 3,873 schools, while nearly 3,800 rural schools have benefited from digital equipment thanks to the Écoles numériques innovantes et ruralité project. (Ministère de l’Éducation nationale et de la jeunesse. March 2024)

8. Please provide examples of state-supported collaboration or partnership between public educational institutions and corporations producing AI tools for education. Does the education system enforce contracts with specific software providers or is there a choice, at which level and is it informed by feedback from teachers, parents and students, as appropriate? How are data sovereignty and localization being addressed in the context of using international or foreign-developed AI tools in education?

Global: 
· Enterprises contribute about 60% of research expenditure, but there are risks that such funding may influence the choice of experimental design, framing questions and analyses, leading to bias. (UNESCO. 2023)

Country example/France:
· The winning projects of the Partnership for Innovation in Artificial Intelligence (P2IA) were developed by companies and research laboratories. (Ministère de l’Éducation nationale et de la jeunesse. Nd.)
· Adaptiv' Langue was created by the French startup EvidenceB in 2017. This startup uses a cloud-based infrastructure for data storage. (EvidenceB. N.d.)

Country example/Singapore: 
AI Singapore collaborates with local educational institutions to integrate AI tools into education, concentrating on both development and implementation. This partnership prioritizes data sovereignty by ensuring all educational data remains within national borders and adheres to local data protection laws. They utilize federated learning models to train AI systems across various institutions without transferring sensitive data, thereby maintaining privacy and localization. (Cf. AI Singapore. Available at: https://aisingapore.org)



9. What are the main challenges encountered during the implementation of AI in education? Have there been any technical, ethical, financial or regulatory hurdles in deploying AI solutions in the educational context? 

· Poor protection of students' and teachers' personal data, security and privacy 
(Cf. UNESCO. 2022. Minding the data: Protecting learners’ privacy and security. Available at: https://unesdoc.unesco.org/ark:/48223/pf0000381494/PDF/381494eng.pdf.multi)

· Need to ensure the ethical, inclusive and equitable use of AI in education 
(Cf. UNESCO. 2021. AI and education: Guidance for policy-makers. Available at: https://unesdoc.unesco.org/ark:/48223/pf0000376709)

· Exclusion faced by students with disabilities 
(Cf. UNESCO. 2023. An ed-tech tragedy? Educational technologies and school closures in the time of COVID-19. Available at: https://www.unesco.org/en/digital-education/ed-tech-tragedy)

· Exacerbating gender inequality(Cf. UNESCO. 2021. AI and education: Guidance for policy-makers. Available at: https://unesdoc.unesco.org/ark:/48223/pf0000376709)

· Worsening digital divide 
(Cf. UNESCO. 2023. An ed-tech tragedy? Educational technologies and school closures in the time of COVID-19. Available at: https://www.unesco.org/en/digital-education/ed-tech-tragedy)

· Adverse effects of screen time on both physical and mental well-being
(Cf. UNESCO. 2023. An ed-tech tragedy? Educational technologies and school closures in the time of COVID-19. Available at: https://www.unesco.org/en/digital-education/ed-tech-tragedy)
· Reducing the diversity of opinions and further marginalizing already marginalized voices (Cf. UNESCO. 2021. AI and education: Guidance for policy-makers. Available at: https://unesdoc.unesco.org/ark:/48223/pf0000376709)

Canadian country example - Pan-Canadian AI Strategy: 
Canada’s strategy addresses these challenges through initiatives that promote ethical AI development, ensure data sovereignty, and support inclusive education policies. The strategy leverages federated learning to preserve data privacy and employs AI to detect and reduce biases in educational tools. Furthermore, it focuses on developing accessible AI technologies that accommodate the diverse needs of students. (Cf. The Pan-Canadian AI Strategy. Available at: https://cifar.ca/ai/)

10. Are there any specific areas within education where you see significant potential for AI integration in the future?
· On the issues of equity and inclusion, digital technology helps lower the education access cost for some disadvantaged groups: those who live in remote areas, are displaced, face learning difficulties, lack time or have missed out on past education opportunities. (UNESCO. 2023)




Possible Recommendations inputs for the report

· Protecting students' and teachers' personal data, security and privacy: Recognize that the deployment of AI systems invariably necessitates the exchange of users' personal data with AI providers. It is imperative to legislate robust measures for safeguarding personal information, and to identify and counteract any illicit activities related to data storage, profiling, and dissemination. The right to privacy must be preserved, defended, and fostered across the entire lifecycle of AI systems. 
· Comprehensive data protection frameworks and governance structures should be instituted through a multi-stakeholder approach, at both national and international levels, and safeguarded by judicial systems throughout the lifecycle of AI systems. Although many nations have enacted data protection laws inspired by the GDPR, these often do not differentiate between adults and children in terms of data handling. Given that children require special protection, there is an increasing necessity for child-specific data protection laws, standards, and accountability mechanisms.
· Algorithmic systems must undergo thorough privacy impact assessments that also encompass societal and ethical considerations. This includes innovative application of the privacy by design approach. AI stakeholders must ensure accountability in the design and deployment of AI systems, ensuring that personal data is protected throughout the entire lifecycle of these systems.
(Cf, UNESCO. 2022, Minding the data: Protecting learners’ privacy and security / UNESCO, 2023, Guidance for generative AI in education / UNESCO, 2021, Recommendation on Ethics of Artificial Intelligence / UNESCO, 2023, Global Education monitoring report. Technology in education: a tool on whose terms?)

· Ensuring the ethical, inclusive and equitable use of AI in education: As AI systems are increasingly integrated into education, there is a risk of generating new biases and forms of discrimination due to the training data and methodologies employed by these models, potentially leading to unknown and harmful outcomes. States must prohibit the design or deployment of AI that has or generates discriminatory content. Educational outcomes could consider encompassing skills that promote higher-order thinking and problem-solving based on human-AI collaboration and the utilization of outputs generated by Generative AI (GenAI), including the critical evaluation of AI-generated content. Developing AI competencies among learners is crucial for the safe, ethical, and meaningful application of AI in education and beyond. In addition, the minimum threshold for AI tools in the classroom should be set at the age of 13.
(Cf. UNESCO, 2021, AI and education: Guidance for policy-makers / UNESCO, 2023, Guidance for generative AI in education)

· Preventing exclusion for students with disabilities: The COVID-19 pandemic highlighted the potential for innovative accommodations, especially for students with physical disabilities who face challenges commuting to school, yet this potential was seldom realized. Instead, the shift to educational technologies frequently exacerbated the difficulties and exclusion faced by students with disabilities, a group already marginalized in traditional in-person education settings. AI tools must therefore be inclusive in design to ensure the effective inclusion of all learners including those with disabilities. 
(Cf. UNESCO, 2023, An ed-tech tragedy? Educational technologies and school closures in the time of COVID-19)

· Developing Gender-equitable AI and AI for gender equality: Promote gender equality in the development of AI tools and empower girls and women with AI skills to promote gender equality among AI workforces and employers. AI applications must also be free of gender bias and that data used for AI development are gender sensitive.
(Cf. UNESCO, 2021, AI and education: Guidance for policy-makers / UNESCO, 2019, Beijing Consensus on Artificial Intelligence in Education)

· Bridging the digital divide: AI systems in education may exacerbate existing disparities in access to technology and educational resources, further deepening inequities. Ensuring access to free digital tools and connectivity including in rural areas, those from lower socio-economic status, refugees, migrants, and other vulnerable groups, can help in reducing the digital divide. 
(Cf. UNESCO, 2023, An ed-tech tragedy? Educational technologies and school closures in the time of COVID-19 / UNESCO, 2023, Guidance for generative AI in education)

· Addressing the adverse effects of screen time on both physical and mental well-being: 
· The negative health consequences of excessive screen time include physical pain, eye strain, alteration of sleep patterns, increased levels of stress and anxiety, depression and lower self-esteem, among other maladies.
· AI systems in education may restrict learners' autonomy and agency by offering predetermined solutions and narrowing the diversity of learning experiences. The long-term impact of these systems on young learners' intellectual development requires thorough investigation. Moreover, AI systems that simulate human interactions may have unforeseen psychological effects on learners, raising concerns about their cognitive development, emotional well-being, and the potential for manipulation. 
· Governments must therefore ensure that technology does not replace well-trained, qualified in-person teachers. Teachers and students should also be made aware of the adverse effects of screen time.
(Cf. UNESCO, 2023, An ed-tech tragedy? Educational technologies and school closures in the time of COVID-19 / UNESCO, 2023, Guidance for generative AI in education)

· Regulating and monitoring AI in education: Revise current regulatory frameworks or establish new ones to ensure the responsible development and utilization of AI tools in education and learning. Support research on ethical issues, data privacy, and security related to AI, as well as concerns about AI's potential adverse effects on human rights and gender equality. Develop mechanisms for monitoring and evaluating the impact of AI on education, teaching, and learning to provide a strong, evidence-based foundation for policy-making.
(Cf. UNESCO, 2019, Beijing Consensus on Artificial Intelligence in Education)

· Prevent and manage the ecological impacts: When selecting an AI method, given the potentially high data and resource requirements of some of them, and the resulting environmental impact, the principle of proportionality requires that preference be given to data-, energy- and resource-efficient AI methods. Conditions should be set to ensure that appropriate evidence is available to prove that an AI application will have the intended effect, or that it is accompanied by safeguards to justify its use.  If this is not possible, the precautionary principle should be applied and, in the event of disproportionate negative environmental impacts, AI should not be used.
(Cf. UNESCO, 2022, Recommendation on the Ethics of Artificial Intelligence)
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