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Context
Australia operates within a federalised system, in which responsibility for the operation of government schools is primarily held at the state and territory level. The Australian Government Department of Education provides strategic direction and national leadership of Australia’s education system – through early years, school, higher education and research. The responses below are provided in this context, and do not include information on behalf of state and territory education systems.
Responses to selected questions have been grouped to avoid duplication of information. For additional information on the initiatives discussed, each has a hyperlink citation in the footnote.
[bookmark: _Toc346781025]Regulation, participation and consultation
Response to questions 3 and 4
The Australian Government is taking action to build public confidence and create the environment to enhance the use of safe and responsible AI, while reducing the risks posed by these technologies.
There are a number of whole-of-government processes underway that include consideration of education, as well as actions at the national level in education. These include consultations on safe and responsible AI, the establishment of two inquiries: the Senate Select Committee on adopting artificial intelligence and the House of Representatives Inquiry into the use of generative AI in the Australian education system to explore these issues; and the development of the Australian Framework for Generative AI in Schools.
Australian Government’s Safe and Responsible AI Consultations[footnoteRef:2] [2:  Supporting responsible AI: discussion paper - Consult hub (industry.gov.au)] 

In 2023, the government welcomed contributions to the ‘Safe and Responsible AI in Australia’ discussion paper. The consultation made clear that while AI has immense potential to improve wellbeing, quality of life and grow the economy, the current regulatory framework likely does not sufficiently address known risks presented by AI systems, particularly in high-risk settings.
The government’s interim response, published on 17 January 2024, outlined areas of government action to support safe and responsible use of AI: delivering regulatory clarity and certainty, supporting and promoting best practice for safety, ensuring government is an exemplar in the use of AI, and engaging internationally on how to govern AI.
Subsequently, the government committed to designing a risk-based regulatory regime with consideration given to new mandatory guardrails that reduce the likelihood of harms occurring from the development and deployment of AI system. The guardrails will take into account the levels of risk and key characteristics of known risks, and balance of preventative and remedial regulatory measures to effectively target and mitigate known risks.
The government’s response to the Safe and Responsible AI in Australia discussion paper is available on the website of the Department of Industry, Science and Resources at: https://consult.industry.gov.au/supporting-responsible-ai
Parliamentary Inquiries
[bookmark: _Hlk170395205]House of Representatives Inquiry into the use of generative artificial intelligence in the Australian education system[footnoteRef:3] [3:  Inquiry into the use of generative artificial intelligence in the Australian education system – Parliament of Australia (aph.gov.au)] 

This inquiry sought public submissions and held public hearings from July 2023 to March 2024. The inquiry committee is anticipated to hand down its recommendations in the near future. The Inquiry was established to consider:
· the strengths and benefits of generative AI tools for children, students, educators and systems and the ways in which they can be used to improve education outcomes
· the future impact generative AI tools will have on teaching and assessment practices in all education sectors, the role of educators, and the education workforce generally
· the risks and challenges presented by generative AI tools, including in ensuring their safe and ethical use and in promoting ongoing academic and research integrity
· how cohorts of children, students and families experiencing disadvantage can access the benefits of AI
· independent evaluation of outcomes, and lessons applicable to the Australian context
· recommendations to manage the risks, seize the opportunities, and guide the potential development of generative AI tools including in the area of standards.
Our department provided a submission to this inquiry and attended two public hearings. Our submission can be accessed here: https://www.aph.gov.au/DocumentStore.ashx?id=68d7a632-b10d-430e-bd96-79fe5dadc7ab&subId=745705
Senate Select Committee on Adopting Artificial Intelligence[footnoteRef:4] [4:  Select Committee on Adopting Artificial Intelligence (AI) – Parliament of Australia (aph.gov.au)] 

This inquiry sought public submissions and held public hearings from March 2024 and is anticipated to submit its report to Parliament on or before 19 September 2024. The Committee was established to inquire into and report on the opportunities and impacts for Australia arising out of the uptake of AI technologies in Australia, including consideration of:
· risks and harms arising from the adoption of AI technologies, including bias, discrimination and error,
· opportunities to adopt AI in ways that benefit citizens, the environment and/or economic growth, for example in health and climate management
· opportunities to foster a responsible AI industry in Australia
· potential threats to democracy and trust in institutions from generative AI.
Our department provided a submission to this inquiry which can be accessed here: https://www.aph.gov.au/DocumentStore.ashx?id=36f02bf0-68fe-4a0b-8d72-1ba3794f10e0&subId=756823
Child Safety Review[footnoteRef:5] [5:  Child Safety Review | ACECQA] 

AI may also create new ways for children to be placed at risk. The Australian Children’s Education & Care Quality Authority’s (ACECQA) December 2023 child safety review highlighted the risks rapidly emerging technologies may pose to children’s safety, including the use of children’s data for profiling and grooming. On 1 July the National Model Code and Guidelines: Taking Images or Videos of Children while Providing Early Childhood Education and Care took effect, addressing child safe practices for the use of electronic devices while providing early childhood education and care.
Australian Framework for Generative AI in Schools[footnoteRef:6] [6:  The Australian Framework for Generative Artificial Intelligence (AI) in Schools - Department of Education, Australian Government] 

In February 2023, Education Ministers agreed that responding to the risks and harnessing opportunities for Australian schools and students arising from generative AI technologies is a national education priority. Ministers agreed to develop an evidence-informed, best practice framework for Australian schools.
The Framework was developed by the National AI in Schools Taskforce comprising representatives from all jurisdictions, school sectors, and the national agencies - Educational Services Australia (ESA), Australian Curriculum, Assessment and Reporting Authority (ACARA), Australian Institute for Teaching and School Leadership (AITSL), and Australian Education Research Organisation (AERO).
The Framework has been designed to assist school communities to use generative AI in a way that:
· enhances teaching and learning outcomes
· ensures generative AI tools are used safely and effectively
· ensures generative AI tools are used in ways that are fair, accessible and inclusive.
It is informed by the July 2023 public and targeted consultation on the draft, which sought feedback from parents, teachers and other key stakeholder groups nationally and in local jurisdictions. The Framework was considered and agreed to by all Education Ministers in October 2023.
Key to the Framework is the privacy, security and safety of students, with the Framework making clear that generative AI tools should only be used in ways that: “…respect and uphold privacy and data rights, comply with Australian law, and avoid the unnecessary collection, limit the retention, prevent further distribution, and prohibit the sale of student data.”
In addition to privacy, security and safety, the Framework prioritises teaching and learning outcomes, human and social wellbeing, transparency, fairness and accountability.
For a copy of the Framework please see: Australian Framework for Generative Artificial Intelligence (AI) in Schools - Department of Education, Australian Government
[bookmark: _Toc1196929162]Professional development, supporting school education communities, and addressing gaps and inequality
Response to questions 5, 6 and 7
At the national level, teachers, education professionals, students and parents are supported to understand and use AI through a range of initiatives that provide curriculum guidance and access to resources, investment in research, and free short courses to develop skills with AI. These are outlined below.
The Australian Curriculum[footnoteRef:7] [7:  Artificial intelligence (AI) | V9 Australian Curriculum] 

The Australian Curriculum guides schools on what digital knowledge and skills should be taught in schools across Australia, from Foundation to Year 10.
Version 9.0 of the Australian Curriculum was endorsed by Education Ministers on 1 April 2022. Along with the development and publication of the Australian Curriculum, the Australian Curriculum, Assessment and Reporting Authority (ACARA) also released associated resources to help teachers deliver on the curriculum including work samples and curriculum connections. It should be noted that State and Territory curriculum authorities provide further resources and support, to ensure curriculum delivery reflects jurisdictional contexts. In 2023, ACARA published AI curriculum connections to support teachers to implement relevant content across all curriculum learning areas.
Australian Institute for Teaching and School Leadership[footnoteRef:8] [footnoteRef:9] [8:  Evaluating the evidence for educational technology - Part 1 - the technologies (aitsl.edu.au)]  [9:  Evaluating the evidence for educational technology - Part 2 (aitsl.edu.au)] 

In November 2023 and March 2024, the Australian Institute for Teaching and School Leadership (AITSL) released a two-part spotlight series on evaluating the evidence for educational technology (edtech), including generative AI models, and how these technologies can be leveraged to enable learning. These evidence-based reports provide teachers and school leaders with resources to learn about the complexities of edtech in Australian schools.
Australian Education Research Organisation[footnoteRef:10] [10:  Research Agenda 2024 | Australian Education Research Organisation (edresearch.edu.au)] 

As part of its 2024 Research Agenda, the Australian Education Research Organisation (AERO) will be undertaking research to explore the most effective ways to deploy educational technology (EdTech), including generative AI, to reverse growing inequity in child and student learning outcomes.
Although (EdTech) offers many opportunities for improving teaching and learning, more rigorous and relevant evidence is needed for Australian children and young people to fully realise EdTech’s benefits. AERO will investigate applications of EdTech that reverse growing inequity in child and student learning outcomes. This will involve investigating the impact of the ‘digital divide’ across Australia, and then strengthening the evidence on innovative uses of EdTech that address equity gaps by accelerating the learning progress of disadvantaged children and young people.
National Lending Library[footnoteRef:11] [11:  CSER STEM Professional Learning | CSER STEM Professional Learning | University of Adelaide] 

The department provides funding to the University of Adelaide to support the National Lending Library which provides a range of Al, digital and emerging technologies equipment including virtual reality headsets and 3D cameras to schools across Australia. This equipment assists with the delivery of Al, digital and emerging technologies content in the Australian Curriculum. This is the only national service that provides free access to such equipment for schools that may otherwise be unable to afford it. The provision of this equipment is supported through lesson plan kits and lesson plan exemplars. The National Lending Library also provides curriculum resources, and professional learning and online modules for teachers to support them to use the equipment available.
Digital Technologies Hub[footnoteRef:12] [12:  Teach and assess | Digital Technologies Hub] 

The Department of Education provides funding for the Digital Technologies Hub to support teachers to deliver the digital technologies and digital literacy content in the Australian Curriculum, and to effectively utilise digital technologies in their teaching across learning areas.
The Hub provides freely available online materials designed by experts to support planning, teaching and assessment of the Australian Curriculum: Digital Technologies and the Digital Literacy general capability.
School Student Broadband Initiative (SSBI)[footnoteRef:13] [13:  School Student Broadband Initiative (SSBI) | Department of Infrastructure, Transport, Regional Development, Communications and the Arts] 

To boost education opportunities and narrow the digital divide, the Australian Government is providing up to 30,000 eligible families with no internet at home a free National Broadband Network (NBN) service. Originally a 12-month commitment, the initiative has been extended meaning:
· The period in which a family can nominate to receive a free service is up to 31 December 2024.
· The duration of free services will continue until 31 December 2025 for all existing and new families.
The Australian Government has invested $8.8 million to support NBN Co's implementation and delivery of this targeted affordability measure.
[bookmark: _Toc793850756]Partnerships and collaborations for AI education tools
Response to question 8
As noted above, the operation of schools in Australia is the responsibility of states and territories. The Australian Government does not control the tools used in schools and does not enforce contracts with specific software providers. Education Services Australia (ESA) is a ministerial not-for-profit company that works with all education systems and sectors to improve student outcomes, enhance teacher impact and strengthen school communities. ESA provides:
· development, sharing and deployment of nationally owned technical data and assessment systems
· digital teaching and learning resources, tools and services
· information and communications technology services.
Safer Technologies 4 Schools[footnoteRef:14] [footnoteRef:15] [14:  Home - Safer Technologies 4 Schools (st4s.edu.au)]  [15:  Education Services Australia Receives Investment to Guide Generative AI Technology in Schools] 

Education Services Australia (ESA) is also responsible for the Safer Technologies 4 Schools (ST4S) initiative which provides standardised approach to evaluating digital products and services used by schools across Australia and New Zealand against a nationally consistent security and privacy control framework.
As part of implementing the Australian Framework for Generative AI in Schools, Australian Education Ministers committed $1 million for ESA to update existing privacy and security principles to ensure students and others using generative AI technology in schools have their privacy and data protected.
[bookmark: _Toc1027197967]Challenges and opportunities for implementing AI in education, now and for future
Response to questions 9 and 10
The department’s submission to the House of Representatives Inquiry into the use of generative AI in the Australian education system and the Senate Select Committee on adopting artificial intelligence (see links above) highlight a range of opportunities and risks associated with AI-enabled technologies.
Some of the risks include the potential to exacerbate the digital divide by imposing additional cost burdens associated with acquiring and maintaining technology, and risks concerning academic integrity, bias and discrimination, data privacy and transparency, and child and student safety and wellbeing. In addition, AI-enabled technologies pose specific risks to First Nations people and communities, including exposing students and other users to discrimination, non-representation and other biases, and replicating or imitating First Nations intellectual property (IP).
AI-enabled technologies also offer significant opportunities, with the potential to help overcome a range of challenges in education, including the potential to enable greater supports for people with disabilities learning settings. AI may be able to bolster and augment existing assistive technologies, including enhanced learning and accessibility tools.
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image1.jpeg




image2.png
%{D AT bralliam S OFe TR

Dgpartment of ECeaion




image3.svg
                                                                                                                                                                                                                                           


image4.jpg
Y/ //




