May 23, 2024

Ms. Farida Shaheed
United Nations Special Rapporteur
Palais Des Nations
1211 Geneva 10,
Switzerland

Dear Ms. Farida Shaheed,

TeachAI is an initiative dedicated to guiding education leaders and policymakers in transforming education in the age of AI. Our areas of work include policy, awareness, and capacity building. The initiative is led by Code.org, ETS, the International Society for Technology in Education (ISTE/ASCD), Khan Academy, and the World Economic Forum. This response is being submitted by Code.org, ETS, ISTE/ASCD, and Khan Academy.

TeachAI partners with over 100 organizations, including technology companies such as OpenAI, Microsoft, and Google; education organizations such as Southeast Asian Ministers of Education Organization, Pearson, and European EdTech Alliance; global NGOs such as the World Bank and UNICEF; research institutions such as the Allen Institute for AI and Center for Security and Emerging Technology; and non-profits such as the College Board and Digital Promise. There are also 41 US state education agencies and 25 global government agencies participating in TeachAI.
 
We appreciate the opportunity to contribute to your upcoming report: “Artificial Intelligence in Education: Human Rights-Based Use at the Service of the Advancement of the Right to Education.” The responses below reflect content from two of our recently published resources (Guidance Toolkit and Policy Resources) and lessons learned from engaging in discussions with various stakeholders in the AI and education community.


[bookmark: _laknjwx8ilr5]Response to Question 3. Current Regulatory and Legislative Landscape
[This section reflects the TeachAI resource, “AI Policy Landscape: United States Policy and Guidance Examples”] 

Various legislation, regulations, and policies already exist or have been developed to navigate ethical or human rights concerns, data privacy, bias mitigation, transparency, academic integrity, plagiarism, and proper attribution. 
[bookmark: _anv02cb6jeq1]United States AI in Education Policy Landscape
Two federal laws in the United States that have implications for AI in education focus mainly on data privacy. They are the Family Educational Rights and Privacy Act (FERPA) and the Children’s Online Privacy Protection Act (COPPA).
1. Family Educational Rights and Privacy Act (FERPA)
FERPA grants parents and students rights regarding access to and sharing of their educational records and personally identifiable information (PII). AI tools may require the input of education records and PII to be effective. Additionally, AI service providers could potentially use this data for training purposes. AI tools are not exempt from FERPA regulations, and it is the responsibility of schools to maintain compliance with FERPA when PII is used.
2. Children’s Online Privacy Protection Act (COPPA)
COPPA imposes restrictions on websites and online service providers that collect, use, or disclose personal information from children under 13, such as requiring parental or school consent. With new consumer and education-focused AI tools built upon large language models, children’s data may be unintentionally exposed to underlying AI model providers, who may not be directly subject to COPPA restrictions. Schools and developers need to understand this relationship and take steps to ensure students’ data is not used inappropriately.
However, the implications of AI extend beyond the data privacy laws above. For example, the US Individuals with Disabilities Education Act (IDEA) Part B provides grants that can be used to train educators on how AI can assist students with disabilities. Additionally, the US Every Student Succeeds Act’s (ESSA) Tiers of Evidence can help policymakers identify programs, practices, and policies that enhance student outcomes. US civil rights laws may also extend to protect students from algorithmic discrimination. See the Public Interest Privacy Center for more information.
As of May 2024, 12 US states have published AI guidance: AZ, CA, IN, KY, MS, NC, OH, OK, OR, VA, WA, and WV. Many of the 41 state education agencies participating in TeachAI are developing guidance.
AI will also complicate the evaluation of how student data is used and protected per many state student privacy laws and other privacy laws with provisions for minors. Policy and guidance should address transparency, accountability, ethical uses of AI, and data security.

[bookmark: _2nzy6wm5jntk]The Impact of the EU AI Act on Countries Outside of the EU
[This section reflects the TeachAI resource, “EU AI Act: Potential Effects on Global Education Systems”] 
The AI Act is a comprehensive piece of regulatory legislation that aims to set rules and standards for AI development and use in EU member states. The Act takes a “risk-based” approach to regulating AI by creating tiers of rules and regulations based on defined levels of risk in an AI system. The tiers of risk are unacceptable risk, high risk, limited risk, and minimal risk.
Certain AI systems used in education, such as those involved in determining admissions and progression in education programs and vocational training, are classified as high risk. These systems must comply with strict requirements, including risk-mitigation systems, high-quality data sets, and human oversight. Other education-focused tools, like personal tutors or education chatbots, may be considered limited risk. If classified as limited risk, they would only be subject to transparency requirements. 
Large comprehensive pieces of regulation like the EU AI Act can have effects outside of their jurisdiction. For example, they can serve as models for other countries when they design new regulations. We can see this impact already in reports like “Driving U.S. Innovation in Artificial Intelligence” from the U.S. Bipartisan Senate AI Working Group. In their recently released roadmap the working group recommends relevant committees to "support efforts related to the development of a capabilities-focused risk-based approach." This call for a potentially risk-based approach to regulating AI mirrors the approach of the EU AI Act.
The EU AI Act will significantly impact AI implementation in education. By classifying certain systems as high-risk and limited-risk, it introduces new regulatory requirements for developers. Moreover, the Act sets a global standard with far-reaching implications, already influencing countries like the United States.

[bookmark: _pgt703r1g6jt]Response to Question 7. Addressing the Digital Divide and Policy Gaps
[bookmark: _u9faqmtk298l]The AI Digital Divides
[This section elaborates on the TeachAI resource, “Classroom Perspectives on AI” and references the 2024 National Educational Technology Plan at https://tech.ed.gov/netp/] 

A primary ethical concern is that introducing AI in education will exacerbate an existing digital divide. Reducing this divide involves addressing access, instructional design, and how students use AI tools.
[bookmark: _e1t1gt7kyehb]Access: Infrastructure and Connectivity 
Mitigating an AI access divide begins with internet connectivity and device availability to allow responsible access to AI-enabled learning experiences. Broad bans on AI are ineffective and widen the divide between students with independent access to AI on their personal devices outside of school and students who rely on school or community resources.
[bookmark: _tkyitxlaivnz]Design: Pedagogical Approach
Teachers need sufficient time and support to design effective learning experiences with AI tools. High-quality professional development can help teachers in schools that lack technical infrastructure teach about AI using kinesthetic, unplugged activities that may not require AI tools, the internet, or even devices. Additionally, it is crucial for developers to include a diverse set of teacher and student voices in the co-design of AI offerings, ensuring that the tools created are inclusive and address the needs of all users.
[bookmark: _2frn13khe14h]Use: Active Experiences 
Even when technology is available, it is essential to avoid a divide between students who engage in active, critical, and creative AI use and others, often from marginalized backgrounds, who are limited to passive, traditional activities such as worksheets and test preparation.
Guidance and policies that address access, instructional design, and student usage are a first step in steering AI towards reducing rather than widening the digital divide.
[bookmark: _a4zxqkk96tat]Classroom Guidance 
[This section reflects the TeachAI resource, “AI Guidance for Schools Toolkit”] 

As of May 2024, 12 US states have published AI guidance: AZ, CA, IN, KY, MS, NC, OH, OK, OR, VA, WA, and WV. Guidance like this is a key first step in helping schools understand how to implement AI while navigating different ethical concerns, such as data privacy, bias mitigation, transparency, academic integrity, plagiarism, and proper attribution. 

At TeachAI, we created the AI Guidance for Schools Toolkit to aid in the guidance development process. The Toolkit is designed to help education authorities, school leaders, and teachers create thoughtful guidance to help their communities realize the potential benefits of incorporating artificial intelligence (AI) in primary and secondary education while understanding and mitigating the potential risks. ​

Many of the 41 state education agencies participating in TeachAI are developing guidance using the Toolkit. With guidance, an education system may realize AI's potential benefits to improve learning outcomes, support teacher instruction and quality of life, and enhance educational equity. Without guidance, teachers and students can be exposed to privacy violations, inconsistent disciplinary consequences, and counterproductive AI adoption practices. 

If not implemented thoughtfully, introducing AI in education may also exacerbate an existing digital divide. Reducing this divide involves addressing three key divides in access, design, and use of AI in education. When addressing the gaps in AI in education policy, we recommend that policymakers initially focus on fostering leadership, building educational capacity, ensuring safety, promoting AI literacy, and supporting innovation.
[bookmark: _oidvu23ggf4m]Policies
[This section comes from the TeachAI resource, “Foundational Policy Ideas for AI in Education”] 
[bookmark: _tigysjbz7f68]Foster Leadership: Establish an AI in Education Task Force to oversee policy development and implementation.
An AI in education task force can help foster leadership by appointing AI experts, educators, staff, administrators, parents, students, and policymakers with diverse perspectives to help shape legislation, regulation, and guidance. It is crucial that practicing educators are selected as key voices in the task force. The task force should recommend policies, oversee pilot programs, and monitor unintended consequences to steer AI adoption aligned to the education system’s goals. 

Example: A taskforce similar to Australia’s AI in Education Taskforce can effectively evaluate an education system's needs. 
[bookmark: _9z4a6budvf7u]Promote AI Literacy: Integrate AI skills and concepts, including their foundational principles, social impacts, and ethical concerns, into existing curriculum and instruction.
AI literacy combines understanding how AI works, including its principles, concepts, and applications, with how to use AI, such as its limitations, implications, and ethical considerations. AI literacy involves the responsible use of AI tools across all subjects and the study of foundational subjects such as computer science, data science, ethics, psychology, and statistics.

Education systems should consider various approaches to promoting AI literacy, including integrating AI concepts and practices into relevant existing academic standards. AI literacy prepares students to be informed consumers of AI and the future creators of technologies that utilize AI.

Example: As of April 2024, nine US states and over 30 countries that have made computer science a graduation requirement, a fundamental aspect of AI literacy. See Ten Policy Ideas to Make Computer Science Foundational.
[bookmark: _yqzyykkixyzk]Provide Guidance: Equip schools with guidance on the safe and responsible use of AI.
Clear and practical national, state, and local AI guidelines can empower schools to harness AI's potential benefits while ensuring student privacy and responsible usage. Early guidance should address issues such as prioritizing equitable access to AI tools, minimizing bias, utilizing legally and ethically created training sets and models, reaffirming adherence to existing privacy and security policies, and maintaining human decision-making. With robust guidance, education systems can improve safety and enhance consistency in classroom adoption. 

Example: As of May 2024, 12 states have published AI guidance: AZ, CA, IN, KY, MS, NC, OH, OK, OR, VA, WA, and WV. 
[bookmark: _lvjsjpni85al]Build Capacity: Provide funding and programs to support educator and staff professional development on AI. 
Dedicated funding for high-quality professional development for administrators, teachers, and support staff can build systemwide capacity for the responsible and effective integration of AI in education. Ongoing professional development should cover how AI works, including its limitations and ethical considerations, and how to use AI to complement teaching practices. These experiences should also be made available in teacher preparation programs.

Example: In the US, existing federal funding sources like ESEA Title II-A, ESEA Title IV-A, and IDEA Part B can also support professional learning. 
[bookmark: _5jogoka8ernj]Support Innovation: Promote the research and development of safe and effective AI in education practices, curricula, and tools.
It is essential to understand what tools and practices are effective for safely and responsibly introducing AI in schools. Funding research and development at every stage of AI integration, including pilot programs and evaluation, can help educators and staff make informed, research-based decisions.

Example: Singapore’s AI Centre for Educational Technologies supports research and innovation for AI in education. 

The foundational policy ideas of fostering leadership, promoting AI literacy, providing guidance, building capacity, and supporting innovation provide a foundation for addressing the digital divide and other policy gaps in AI education. By implementing these policies, educational leaders can ensure that AI tools and resources are not only accessible but used in a safe, responsible, and effective manner that improves student outcomes.

[bookmark: _pdrbbyy0hx0x]Global Policy and Guidance Examples
[This section comes from the TeachAI resource, “AI Policy Landscape: Global Policy and Guidance Examples”] 

Policymakers should understand how current laws affect AI's educational uses and update or adopt policies to balance AI’s opportunities and risks effectively. Here are examples aligned to various stages of policy development.

Assign Responsibility: The European Commission created the European AI Office to be a center of AI expertise and to guide the development of AI governance in the EU. 

Evaluate Needs and Policy Gaps: A taskforce similar to Australia’s AI in Education Taskforce can effectively evaluate an education system's needs.

Align to Existing Goals and Policies: The US report, Artificial Intelligence and the Future of Teaching and Learning aligns with existing digital equity goals and the White House Blueprint for an AI Bill of Rights.

Consider Policy: The EDSAFE S.A.F.E. benchmarks, UNESCO Ethics of Artificial Intelligence, and OECD Guidelines are useful for evaluating potential policy ideas.

Ratify Policy: The EU AI Act takes a risk-based approach to regulating AI tools and certain educational uses.

Implement Policy: Issuing guidance like the US National Educational Technology Plan can help implement new policies by giving concrete recommendations, setting standards, and providing other resources.

Evaluate Policy Implementation: Leading the way into the age of artificial intelligence examines Finland’s progress since 2017.

	[Highlight Box] 
What Countries Provide Guidance on AI in Education?
Australia, Japan, New Zealand, South Korea, the United Kingdom, and the United States are some of the countries that have published dedicated guidance on AI in education.





I look forward to seeing the development of your report to the United Nations General Assembly. Please let us know if you have any questions.

Sincerely,

Kristen DiCerbo
Chief Learning Officer, Khan Academy

Narmeen Makhani
Associate Vice President, Product Engineering and AI, ETS

Joseph South
Chief Innovation Officer, ISTE/ASCD 

Pat Yongpradit
Chief Academic Officer, Code.org, and Lead of TeachAI

[bookmark: _2wpgf2u6b9fd]Annex
· TeachAI’s Foundational Policy Ideas for AI in Education
· TeachAI’s Guidance for Schools Toolkit
