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school systems more broadly. However, reaching an equilibrium between technological 
integration in learning spaces while mitigating the possible harms of those same 
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the necessary safeguards and oversight mechanisms, the human rights of students, 
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In response to a call for contributions by the Special Rapporteur on the right to 
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adjustments required to ensure that AI is being used by the education system in both a 
responsible and ethical manner. 
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1 Introduction 
1. This submission is an extracted version of the submission that the Australian 

Human Rights Commission made to the Standing Committee on Employment, 
Education and Training as part of its Inquiry into the Use of Generative 
Artificial Intelligence in the Australian Education System on 14 July 2023. 

2. The Australian Human Rights Commission (Commission) welcomes the 
opportunity to make this submission to the Special Rapporteur on the Right 
to Education as part a call for contributions concerning Artificial Intelligence in 
Education and its Human Rights-based use at the service of the advancement 
of the Right to Education.  

2 AI and the right to education 
3. Education is ‘both a human right in itself and an indispensable means of 

realizing other human rights’.1 It is fundamental to ensuring the realisation of 
individual potential, the full enjoyment of other human rights, and the active 
engagement of citizens in a democratic society. 

4. The right to education is recognised in a range of international human rights 
instruments,2 and ‘considerable evidence supports the right to education as a 
norm of international customary law based on the universality of treaty 
provisions’.3 It is also reflected in Sustainable Development Goal 4, which aims 
to ‘ensure inclusive and equitable quality education and promote lifelong 
learning opportunities for all’.  

3 Strengths of generative AI tools 
5. Some of the key potential benefits of using generative AI tools include 

personalised and interactive learning, fostering creativity and innovation, 
advanced assessment and feedback, accessible and inclusive education, 
administrative efficiencies and data-driven insights.   

3.1 Improving the student learning experience 

6. Generative AI tools can be used to create personalised learning experiences 
for students. This personalised approach can help students to learn more 
effectively and gives students greater control over their own learning.  

https://www.aph.gov.au/Parliamentary_Business/Committees/House/Employment_Education_and_Training/AIineducation
https://www.aph.gov.au/Parliamentary_Business/Committees/House/Employment_Education_and_Training/AIineducation
https://www.ohchr.org/en/calls-for-input/2024/call-contributions-artificial-intelligence-education-and-its-human-rights
https://www.ohchr.org/en/calls-for-input/2024/call-contributions-artificial-intelligence-education-and-its-human-rights
https://www.ohchr.org/en/calls-for-input/2024/call-contributions-artificial-intelligence-education-and-its-human-rights
https://sdgs.un.org/goals/goal4
https://sdgs.un.org/goals/goal4
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7. Potential benefits include improved academic performance and increased 
student engagement. Students can also be encouraged to explore their 
creative potential by experimenting with AI-generated content (such as 
artwork, music and writing) through interactive platforms. This helps to foster 
innovation, problem-solving skills and the ability to think critically, as 
technology becomes increasingly ubiquitous in our daily lives. 

3.2 Advanced assessment and feedback 

8. Timely and comprehensive feedback can help students to identify and correct 
mistakes whilst improving their understanding of content. Generative AI tools 
can be used to provide immediate and detailed feedback to students enabling 
continuous and formative assessment. This also benefits teachers by 
streamlining assessment processes, providing insights into student progress, 
and allowing for identification of additional support for students. 

3.3 Accessible and inclusive education 

9. Generative AI tools have the potential to make education more accessible and 
inclusive by addressing the diverse needs of learners - including those with 
learning differences or disabilities. Examples include assistive technology 
such as speech-to-text (such as Speechify) and language translation tools 
(such as Presentation Translator).  

3.4 Administrative efficiencies 

10. There are a range of teaching tasks that could be automated using generative 
AI tools, including grading assessments and creating lesson plans.4 Reducing 
the administrative burden on teachers will allow them to spend more time 
engaging directly with students. 

3.5 Data-driven insights 

11. A key strength of generative AI tools is their ability to process vast amounts of 
information and generate data-driven insights. Educators can use these tools 
to analyse student performance, engagement patterns or learning trends to 
make informed decisions about curriculum design, or resource allocation. 
This can potentially be applied at both the individual and systemic levels, 
enabling comprehensive reports on individual student progress to be 
produced and allowing for early identification of broader trends. 

https://speechify.com/blog/how-text-to-speech-helps-iep/?landing_url=https%3A%2F%2Fspeechify.com%2Fblog%2Fhow-text-to-speech-helps-iep%2F
https://www.microsoft.com/en-us/translator/APPS/PRESENTATION-TRANSLATOR/
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4 Risks of generative AI tools 
12. While generative AI tools may be constructive assets, there are also risks and 

challenges posed by its use in education systems. While generative AI tools 
may be able to replace some of the tasks that are currently performed by 
teachers, this technology is best used to enhance teaching. It cannot replace 
the indispensable role of human interaction and cooperation, which must 
remain at the heart of education. 

4.1 Privacy and security 

13. The right to privacy is a cornerstone human right5 and its importance ‘in an 
increasingly data-centric world is growing’,6 because generative AI tools may 
not only facilitate privacy intrusions but deepen those intrusions.7 Generative 
AI tools rely on both large data sets to train the technology and the collection 
of personal data to optimise the individual user experience. This creates a 
range of privacy risks, particularly given the increased prevalence of 
cyberattacks and data breaches which the Commission has highlighted in a 
number of submissions made last year.8 These concerns are relevant in the 
context of using generative AI tools in the education system, where many 
users will be children who will have no option but to use the technology if it is 
adopted by their schools. 

14. There is an urgent need to ensure that generative AI tools are only adopted 
where concerns related to data privacy, security and consent are being 
considered and actively addressed.  

4.2 Risks of commercialisation  

15. A related risk that requires urgent attention is the potential 
commercialisation of student data obtained from the use of generative AI 
tools.  

16. Practices such as the sale or transfer of children’s personal data to third 
parties should be banned, or heavily restricted, to protect children’s rights. 
For example, among other things, General Comment 25 requires parties to:  

[P]rohibit by law the profiling or targeting of children of any age for commercial 
purposes on the basis of a digital record of their actual or inferred characteristics, 
including group or collective data, targeting by association or affinity profiling.9  
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17. One example is the use of student search queries being analysed to inform 
targeted advertising. Another is for student data obtained via educational AI 
applications to be on-sold to third parties.10  

18. In 2021, the National Children’s Commissioner warned that, by a child’s 13th 
birthday, advertisers will have gathered on average more than 72 million data 
points about them.11 It is essential that the data collected through the use of 
educational technology at schools should not be used for other purposes, 
and that children are protected from data surveillance. 

4.3 Risk of algorithmic bias and discrimination 

19. Generative AI tools are trained on large datasets and generate predictive 
outputs based on algorithms. It is widely recognised that ‘algorithms are not 
neutral, they are developed using metadata that exclude information on 
marginalized groups and are therefore unrepresentative or biased’.12  

20. This means that generative AI tools can generate biased outputs, potentially 
perpetuate unfairness or even result in unlawful discrimination.13 The risks of 
bias and discrimination are highlighted in the AI Discussion Paper,14 and were 
examined in detail by the Commission in the Final Report and the Technical 
Paper, Using artificial intelligence to make decisions: Addressing the problem 
of algorithmic bias.  

4.4 The potential for misuse 

21. The Rapid Response Information Report commissioned by Australia’s National 
Science and Technology Council similarly identified both large language 
models (LLMs) and multimodal foundation models (MFMs) as having ‘the 
potential for misuse by generating high-quality, cheap and personalised 
content, including for harmful purposes’, with the use of generative AI tools to 
generate deep fakes.15  

22. The use of generative AI tools in educational settings necessarily raises ethical 
considerations in terms of their potential use to create fake or manipulated 
content, such as ‘deepfakes’.16  

  

https://humanrights.gov.au/our-work/rights-and-freedoms/publications/human-rights-and-technology-final-report-2021#:~:text=The%20Report%20sets%20out%20a,with%20robust%20human%20rights%20safeguards.
https://humanrights.gov.au/our-work/rights-and-freedoms/publications/using-artificial-intelligence-make-decisions-addressing
https://humanrights.gov.au/our-work/rights-and-freedoms/publications/using-artificial-intelligence-make-decisions-addressing
https://humanrights.gov.au/our-work/rights-and-freedoms/publications/using-artificial-intelligence-make-decisions-addressing
https://www.chiefscientist.gov.au/sites/default/files/2023-06/Rapid%20Response%20Information%20Report%20-%20Generative%20AI%20v1_1.pdf
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4.5 The risk of undermining educational integrity 

23. The ease with which essays and other creative works can be produced using 
generative AI tools increases risks of plagiarism and intellectual dishonesty. 
The release of ChatGPT in November 2022 immediately gave rise to concerns 
‘that a tsunami of cheating was on the horizon’.17  

24. In Australia and around the world, schools and universities responded by 
initially banning these technologies from their devices and networks. There is 
now growing recognition that an absolute ban on this technology is likely 
unworkable and disadvantageous for students.18 In particular any ban that is 
not consistently applied across the Australian education system will create a 
digital divide between those who have been taught to use generative AI tools 
at school, and those who have not.19 It also forgoes an important opportunity 
to teach students how to responsibly use new technologies, and to develop 
necessary skills for the future.  

25. Instead, we should aim to encourage the responsible and ethical use of 
generative AI tools by students, rather than simply banning them. To educate 
students about the importance of academic integrity, clear guidelines should 
be established on the appropriate use of AI-generated content, citation 
practices, and the need for originality in student work.  

26. To ensure academic integrity, there must be greater research, development 
and deployment of digital tools capable of identifying AI-generated content 
(such as Checker AI). This demonstrates the duality of AI tools being both a 
cause, and solution, to challenges in Australia’s education system. 

4.6 Developing standards and guidelines 

27. Consistent national standards and guidelines are essential to ensure the 
responsible and ethical use of generative AI tools in the Australian education 
system the Commission welcomes the announcement in the Communiqué 
from the Education Ministers Meeting issued on 6 July 2023 that the National 
AI Taskforce will undertake consultation on a Draft AI Framework for Schools. 

4.7 Providing professional development for teachers 

28. Generative AI tools must be used in ways that harness the benefits while 
protecting against the risks in the education system. It is essential that 
professional development and training be provided to teachers (and the 

https://www.aicheatcheck.com/
https://www.google.com.au/url?sa=t&rct=j&q=&esrc=s&source=web&cd=&ved=2ahUKEwjstL_KkP__AhUGHXAKHcR8D44QFnoECBsQAQ&url=https%3A%2F%2Fwww.education.gov.au%2Fdownload%2F16512%2Feducation-ministers-meeting-communique-july-2023%2F33714%2Fdocument%2Fpdf&usg=AOvVaw0M3TA1BIFw9T8hTPF4ns53&opi=89978449
https://www.google.com.au/url?sa=t&rct=j&q=&esrc=s&source=web&cd=&ved=2ahUKEwjstL_KkP__AhUGHXAKHcR8D44QFnoECBsQAQ&url=https%3A%2F%2Fwww.education.gov.au%2Fdownload%2F16512%2Feducation-ministers-meeting-communique-july-2023%2F33714%2Fdocument%2Fpdf&usg=AOvVaw0M3TA1BIFw9T8hTPF4ns53&opi=89978449
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broader education workforce) to allow them to engage effectively with these 
tools in responsible and ethical ways. 

4.8 Promoting digital literacy 

29. It is important for students, teachers and parents to be aware of the benefits 
and risks associated with the use of generative AI tools. To encourage the use 
of these technologies in responsible and ethical ways, digital literacy training 
should be prioritised.  

30. Education systems should incorporate comprehensive digital literacy 
programs that empower students to critically evaluate AI-generated content, 
recognise the limitations and biases of generative AI tools, and understand 
the importance of academic integrity. 

5 Ensuring digital equity 
31. While generative AI has the potential to improve educational outcomes, it is 

critical to address the digital divide and ensure that equitable opportunities 
are created for all students, regardless of their background.  

32. The 2021 Australian Digital Inclusion Index shows that there remains a 
substantial digital divide in Australia.20 One in 4 people in Australia were 
identified as being ‘digitally excluded’ and ‘people with low levels or income, 
education and employment, those living in some regional areas, people aged 
over 65 and people with a disability’ being identified as being of particular risk 
of being left behind.21  

33. Students who are unable to access the digital tools they need for school risk 
miss out on crucial learning opportunities that other students take for 
granted, potentially exacerbating educational disadvantage. The Smith Family 
has estimated that 1 in 6 of the families they work with cannot  access the 
digital tools that their children need for school.22 Research published by the 
Australian Education Union in 2020 revealed a ‘persistent long-term gap in 
digital access, affordability and ability experienced by many public school 
students’.23 Ensuring digital inclusion and equity needs to be a key principle 
informing the use of generative AI in the Australian education system.  

34. Generative AI tools can also potentially play a significant role in helping to 
level the playing field for all students, regardless of their backgrounds. These 
tools can provide access to high-quality educational content to students from 
disadvantaged or low socio-economic backgrounds, and the potential for AI-



Australian Human Rights Commission 
                                                 Utilising Ethical AI in Education, 27 May 2024 

   
 

powered tutors and translators to assist students with particular needs or 
challenges is significant. 

35. To both improve digital equity in the use of generative AI and harness the 
potential benefits of generative AI tools in reducing educational disadvantage, 
policies that remove barriers to access, provide targeted training and capacity 
building, and encourage community engagement and outreach should be 
pursued. 

5.1 Removing barriers to access 

36. Ensuring equitable access to technology for students is essential to help close 
the digital divide. This means that public schools must be resourced to allow 
them to provide students with access to technology and ensuring that digital 
technology is available for use in community facilities including libraries.  

37. Collaborations between government agencies, educational institutions, not-
for-profit organisations and the private sector are crucial for ensuring access 
to resources to benefit disadvantaged cohorts.  

38. These resources might include adaptive learning platforms or AI-powered 
tutoring systems tailored to diverse learning styles and abilities. Special 
emphasis should be placed on developing culturally relevant and inclusive 
materials that resonate with the experience and backgrounds of students 
from diverse communities. Providing relevant AI-enabled educational 
resources in a targeted way can help ensure that these technologies 
contribute towards overcoming educational disadvantage. 

5.2 Providing targeted training and capacity building 

39. Policies should focus on providing targeted training and capacity building 
programs for teachers and students in schools with a higher proportion of 
disadvantaged students. These programs should aim to provide training on 
generative AI tools and applications, assist teachers in effectively integrating 
generative AI tools into their teaching practices, and encourage schools to 
foster a culture of technology-enabled learning. 

5.3 Encouraging community engagement and outreach 

40. Policies should reach beyond training for teachers, and emphasise 
community engagement and outreach programs that actively involve parents, 
families and community organisations in understanding and using generative 
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AI tools. Community workshops, awareness campaigns, and digital literacy 
programs can play a vital role in promoting the benefits of AI and equipping 
parents with the knowledge needed to support their children’s learning 
journey.  

6 Domestic practices and policies 
41. There has recently been significant work done on a national scale in Australia 

to explore the opportunities and challenges of generative AI in education. 
There has been early work done within the tertiary education sector to 
address the potential impact of generative AI tools. Examples include a range 
of resources developed by the Tertiary Education Quality and Standards 
Agency (TEQSA), including the AAIN Generative Artificial Intelligence 
Guidelines that were developed by the Australian Academic Integrity Network 
(AAIN) Generative AI Working Group in March 2023.  

42. Individual universities have also begun developing guidelines and policies to 
address the use of generative AI tools by students and staff, with example 
guidance being developed by the Australian National University, Deakin 
University, Monash University, and UNSW. 

43. Resources have also been developed in a number of States and Territories 
relating directly to the use of generative AI in primary and secondary 
education. For example, in South Australia information about AI in schools 
has been produced by the Department for Education for parents and carers, 
and the SACE Board South Australia has developed Guidelines for using AI in 
SACE assessments.  

44. In New South Wales, while student access to generative AI applications on 
public school networks continues to be restricted, the Department of 
Education has developed Guidelines regarding use of generative AI (ChatGPT) 
for the use of department staff who have access to generative AI tools. 

  

https://www.teqsa.gov.au/guides-resources/higher-education-good-practice-hub/artificial-intelligence
https://www.teqsa.gov.au/guides-resources/higher-education-good-practice-hub/artificial-intelligence
https://www.teqsa.gov.au/sites/default/files/2023-04/aain-generative-ai-guidelines.pdf
https://www.teqsa.gov.au/sites/default/files/2023-04/aain-generative-ai-guidelines.pdf
https://libguides.anu.edu.au/generative-ai
https://www.deakin.edu.au/research/support-for-researchers/research-integrity/generative-artificial-intelligence-ai
https://www.deakin.edu.au/research/support-for-researchers/research-integrity/generative-artificial-intelligence-ai
https://www.monash.edu/learning-teaching/teachhq/Teaching-practices/artificial-intelligence/policy-and-practice-guidance-around-acceptable-and-responsible-use-of-ai-technologies
https://www.education.unsw.edu.au/teaching/educational-innovation/generative-artificial-intelligence-education-teaching
https://www.education.sa.gov.au/parents-and-families/curriculum-and-learning/ai
https://www.education.sa.gov.au/parents-and-families/curriculum-and-learning/ai
https://www.sace.sa.edu.au/teaching/assessment/assessment-and-academic-integrity/guidelines-for-using-ai
https://www.sace.sa.edu.au/teaching/assessment/assessment-and-academic-integrity/guidelines-for-using-ai
https://education.nsw.gov.au/teaching-and-learning/education-for-a-changing-world/guidelines-regarding-use-of-generative-ai-chatgpt
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