	

ARTIFICIAL INTELLIGENCE IN EDUCATION: HUMAN RIGHTS-BASED USE AT THE SERVICE OF THE ADVANCEMENT OF THE RIGHT TO EDUCATION

	Name of the country/entity submitting information
	Project Saathi, Assam, India[footnoteRef:1]  [1:  Project Saathi is a registered, non-partisan and independent non-profit organization working towards effective implementation of Right to Education in India. It is a youth-driven initiative which engages with Government, undertakes strategic public interest litigations and runs a legal aid clinic to provide free legal aid to children for enforcement of their right to education. ] 




Questions (feel free to respond to those which are relevant to your work)
1. Please provide examples of how AI tools and systems, including generative AI, are used in education process and related decision making in your country, organization or educational institution, with examples of specific software where relevant. 

2. Please provide specific evidence of the known impact of AI tools and systems on learners and teachers and on education systems in general, both positive and negative and explain how the impact is monitored. For example, how does the use of AI affect:
2.1. persons with special learning needs, learners with different linguistic and cultural backgrounds, women and girls;
2.2. access to education of populations marginalized or underserved due to ethnicity, socio-economic status, displacement and other factors;
2.3. human interaction between teachers and students;
2.4. students’ and teachers’ human rights, privacy, safety, engagement, agency and critical thinking;
2.5. perpetuation of stereotypes and inequalities;
2.6. the type of information or disinformation that learners and educators are exposed to;
2.7. assessment of learning; 
2.8. education management.

2.1 	There have been several instances of AI tools and systems on learners and teachers, and on education systems in general in the private sector. Tara, an AI powered voice-assisted educational technology uses expert-created content and voice enabled technology enables learners, who are generally teachers and students, to practice and improve their listening, speaking, reading and writing skills.[footnoteRef:2] Tara provides live conversational practice and immediate feedback on mistakes which makes it a very robust platform for improving spoken English skills. Suitable for learners of all ages, Tara is aligned to CEFR (Common European Framework of Reference to Languages) and enables any school or institution to achieve international-standard English proficiency.  [2:  Learning Matters, 'TARA' (Learning Matters Official Website) https://learningmatters.ai/solutions/tara accessed 27 May 2024. ​​] 


2.2 	Another such example is that of Mindspark, a product under Educational Initiatives, a private company based out of India, which provides an adaptive and personalised learning software. It uses Ai-driven systems to interact with children and adapt itself to the response of the student. It understands every student’s learning level and progressively questions a student on a particular concept, providing feedback for their answers. The principle used is that if the student responds correctly, the next question presented in marginally more difficult than the previous one, which enables the student to self-learn the concept gradually and thoroughly. This product has been used by multiple prominent schools as well as State Governments in India. 

2.3 The development of AI within the educational space has also seen contribution of private schools which generally have the required resources to invest in technology development. Particularly in Assam, the Royal Global School, a premier private school of Guwahati, has recently launched Iris, in collaboration with Makerlabs Edutech under the Atal Tinkering Law project initiated by Niti Aayog.[footnoteRef:3] This follows a similar robot by the same name launched in another Indian state of Kerela.[footnoteRef:4] [3:  EastMojo, 'Royal Global School Unveils IRIS, Northeast's First AI Teacher' (EastMojo, 26 May 2024) https://www.eastmojo.com/assam/2024/05/26/royal-global-school-unveils-iris-northeasts-first-ai-teacher/ accessed 27 May 2024.]  [4:  Times of India, 'Watch: Meet India’s First-Ever AI Teacher Robot Named IRIS, Launched in Kerala School' (Times of India) https://timesofindia.indiatimes.com/videos/toi-original/watch-meet-indias-first-ever-ai-teacher-robot-named-iris-launched-in-kerala-school/videoshow/108372475.cms accessed 27 May 2024. 
] 


3. Please provide examples of legislation, regulations (including codes of conduct or institutional rules) or policies addressing or covering the use of AI in educational context, including ethical or human rights concerns around AI development and use, data privacy, bias mitigation, transparency, academic integrity, plagiarism and proper attribution. Is due diligence mandated for the use of AI in educational context? Do students have clear guidance for citing AI usage? 

3.1. At present, India does not have a legislative framework that expressly regulates the development and use of AI and Machine Learning tools/technologies. The Indian Government, which earlier released the Digital Personal Data Protection Bill, 2023, scrapped off the same because it felt the need for a fresh version, christened as the Digital India Bill, which is likely to be released for circulation by June 2024.[footnoteRef:5] The Government of India has indicated that while it will support the monetization of AI/ML technology in India, this process should be regulated by specific compliances for high-risk use cases, including human intervention and oversight and ethical use of AI/ML tools and technology.[footnoteRef:6] [5:  The Hindu, 'Digital India Bill Draft to be Released in June: MoS Chandrasekhar' (The Hindu, 24 May 2024) https://www.thehindu.com/sci-tech/technology/digital-india-bill-draft-to-be-released-in-june-mos-chandrasekhar/article66884586.ece accessed 27 May 2024.]  [6:  Global Legal Insights, 'AI, Machine Learning & Big Data Laws & Regulations | India' (Global Legal Insights) https://www.globallegalinsights.com/practice-areas/ai-machine-learning-and-big-data-laws-and-regulations/india/#:~:text=AI%20legislative%20framework%2FGovernment%20advisories,public%20consultation%20by%20July%202024 accessed 27 May 2024.] 


3.2. The Ministry of Electronics and Information Technology (MeitY) has issued advisories to intermediaries and platforms offering AI tools to Indian users, requiring them to comply with additional AI-specific requirements under the Information Technology (Intermediary Guidelines and Digital Media Ethics Code) Rules, 2021, framed under the Information Technology Act, 2000. Although these advisories lack legislative authority, the private sector appears to be cooperating with the Government to address these concerns.[footnoteRef:7] [7:  Id.  ] 


3.3. Similarly, the NITI Aayog too has published a National Strategy for Artificial Intelligence, that mentions in depth the future possibilities of use of AI in education in India. However, these are mere suggestions and do not act as binding policies on the stakeholders. 

3.4. The National Education Policy (NEP) 2020 recommends adding Artificial Intelligence (AI) to the curriculum, with the National Council of Educational Research and Training (NCERT) exploring an AI course at the secondary level. The Central Board of Secondary Education (CBSE) has introduced AI as a subject for classes IX and XI. AI improves education by enhancing skills, testing, and administrative efficiency. All India Council for Technical Education (AICTE) approved institutions are encouraged to offer AI electives and Bachelor of Technology (B.Tech.) courses in AI and Data Science. Indian Institutes of Technology (IITs) offer various AI-related courses and programs, using their autonomy to collaborate globally and enhance their curriculum.[footnoteRef:8] [8:  Press Information Bureau, Government of India, 'AI & Machine Learning to Play a Crucial Role in Shaping India’s Future: MoS Rajeev Chandrasekhar' (Press Information Bureau, 19 March 2021) https://pib.gov.in/Pressreleaseshare.aspx?PRID=1704878 accessed 27 May 2024.] 


4. Please provide examples of participation of teachers, parents, students or communities in the development of nationwide or internal regulations addressing the use of AI in education. What has been the feedback from teachers, students and parents? Are there mechanisms in place to solicit such feedback?
5. How does the education system support management staff, teachers and students in understanding how to use AI and how AI works? Please provide examples and /or texts of curricula that address both the technological and human dimensions of AI competency (both how it works (the techniques and the technologies) and what its impact is on people (on human cognition, privacy, agency)).

5.1. The National Council of Educational Research and Training (NCERT), the modal agency for development of K12 educational curriculum in India, is integrating multiple texts and chapters into the Indian curriculum to educate both students and teachers about the application of Artificial Intelligence (AI). These educational materials are being implemented across various grade levels in different states of India.

5.2. The Central Board of Secondary Education (CBSE), the Board of Education under the Government of India, which has many public as well as private schools affiliated to it, has introduced Artificial Intelligence (AI) as a subject for classes 6 to 12 (Subject Codes 417 and 843) to enhance understanding of AI. The Ministry of Electronics and Information & Technology under Government of India has also announced that it is adding AI courses to the curriculum starting from class 6, under the 'National Programme on Artificial Intelligence Skilling Framework.' Similarly, such course content for a Teacher Instruction Manual for Class XI has also been developed by the Board. 

6. Please provide examples of existing professional development programmes for teachers to use AI technologies. What training and support are provided to educators to effectively utilize AI tools in their daily work?
7. Please provide examples of policies addressing gaps and inequalities in access to necessary conditions for the use of AI in teaching and learning, for instance aimed at reducing the digital divide between students with easy access to AI tools at home and those dependent on school resources? What measures are in place to ensure that trustworthy and pedagogically appropriate AI tools and resources are accessible to all students, regardless of their socio-economic background or geographical location?
8. Please provide examples of state-supported collaboration or partnership between public educational institutions and corporations producing AI tools for education. Does the education system enforce contracts with specific software providers or is there a choice, at which level and is it informed by feedback from teachers, parents and students, as appropriate? How are data sovereignty and localization being addressed in the context of using international or foreign-developed AI tools in education?
8.1. In addition to the instances mentioned in the earlier responses, one such partnership is that of the Andhra Pradesh government collaborating with Microsoft to reduce the school dropout rate in the State. Using Azure Machine Learning, an application analyzes data on various parameters such as gender, socio-economic demographics, academic performance, school infrastructure, and teacher skills to predict potential dropouts. These insights enable district education officials to intervene and support at-risk students through programs and counseling sessions for students and parents. For the next academic year (2018-19), this approach has identified about 19,500 potential dropouts in Visakhapatnam district[footnoteRef:9] [9:  NITI Aayog, 'National Strategy for Artificial Intelligence' (NITI Aayog, March 2023) https://www.niti.gov.in/sites/default/files/2023-03/National-Strategy-for-Artificial-Intelligence.pdf accessed 27 May 2024. ] 


9. What are the main challenges encountered during the implementation of AI in education? Have there been any technical, ethical, financial or regulatory hurdles in deploying AI solutions in the educational context? 

9.1. While there are multiple challenges encountered during the implementation of AI in education, it is pertinent to note that largely the regulatory aspects of AI in education in India center around the data protection regime. 

9.2. Concerns over ownership of children’s data: In the absence of a data framework governing the use of AI for children’s education, there are contestations around ownership of the data. In a report titled Making AI Work for Indian Education[footnoteRef:10], it holds that in an interview with a representative from Education Initiatives, a company that owns millions of data collected on student assessments through its Mindspark platform in many states of India over the last 18 years, the company was of the view that it owns the data collected. While the nodal Indian Government think tank NITI Aayog suggests a framework for data sharing to ensure balance between promotion of entrepreneurial private players[footnoteRef:11] while keeping in such dangerous motives making children’s data vulnerable, it is to be seen how the same is integrated with India’s new data protection law.  [10:  IT for Change, 'Making AI Work for Indian Education' (n.d.) https://itforchange.net/sites/default/files/1664/Making-AI-Work-for-Indian-Education.pdf accessed 27 May 2024.]  [11:  Id. ] 


9.3. Bias within the algorithms affecting children’s right to education: From countless research, it is found that algorithms governing AI are not neutral or objective, as various programming biases creep in, affecting the decision-making of AI. Such biases may be training data biases, algorithmic bias and cognitive bias as most common forms of biases.[footnoteRef:12]  [12:  IBM, 'Shedding Light on AI Bias with Real-World Examples' (n.d.) https://www.ibm.com/blog/shedding-light-on-ai-bias-with-real-world-examples/ accessed 27 May 2024.] 


9.4. Thus, there is a strong need for an AI governance policy in the education sector in order to address such biases at the right time and direct innovation in this sector to follow the said principles. 

10. Are there any specific areas within education where you see significant potential for AI integration in the future? 

10.1.  While most literature on the implementation of AI in education address improvement of teaching resources, learning outcomes, addressing inequities within the classroom and learning set-up, assessments and educational management, what remains unexplored is the use of AI to address violations of Right to Education by various stakeholders, be it school administrations, teachers, parents or in some cases, the Government. 

10.2.  Although the ratification of the UN Convention on the Rights of the Child in 1989 obligated India towards developing legislation and interpreting the law in harmony with this International Convention, it was not until 1993 that the Right to Education was declared a Fundamental Rights by the Supreme Court in the case of Unni Krishnan J.P. v. State of Andhra Pradesh, compelling the legislature to define this Right. Subsequently, in the year 2002, an amendment was made to the Constitution of India to make education a fundamental right within the contours specified in consequential legislation. Thus, after 8 years, the Right of Children to Free and Compulsory Education Act was passed by the Indian Parliament in the year 2009. 

10.3.  However, the effective implementation of the RTE Act, along with the justiciability of the overall rights-based approaches to education in India still continues to be far from satisfactory.[footnoteRef:13] With the advent of AI in the education sector, it is important to use the AI to equip itself to identify violations of Right to Education. The UN CRC delineates the importance of children being aware of their own rights as it would equip them with greater self-esteem and active participation, thereby increasing their contribution to the communities, families, and schools. Thus, appropriate systems need to be adopted such that the AI is able to interact with children and through its interaction, able to identify the violations of Right to Education. Such violations may comprise, as in the case of the Indian Right to Education, lack of special educators, minimum number of teachers, basic infrastructural facilities and learning equipment inside school premises, non-discrimination or any screening procedure for admission in any school, ensure children belonging to weaker sections and disadvantaged groups are not discriminated against from pursuing and completing education, no child being denied for lack of age proof, no mental or physical harassment/punishment, and adherence to all norms and standards with proper recognition of schools.[footnoteRef:14] At present, most reporting norms require school administration to regularly update such data online to the Government, which is often misrepresentative of the actual scenario.[footnoteRef:15] Thus, the AI-based interaction would allow children to interact directly with the AI-learning platforms which could collect information on compliance of all norms and standards laid down by law for schools and all other stakeholders to follow. This would allow such AI platform to flag violations of the Right to Education, allowing appropriate authorities to take action.  [13:  Pandey, Pooja et al., 'Networking towards enhancing justiciability of the Right to Education in India', in [Sonander, A., & Wickenberg, P] (eds), Empowering Children and Youth through Law and Participation (2023) [Pg 129-144] https://lucris.lub.lu.se/ws/portalfiles/portal/165902730/Empowering_Children_and_Youth_through_Law_and_Participation_2023_5.pdf accessed 27 May 2024.]  [14:  Sections 8, 12, 13, 14, 15, 16, 17, 18 and 19 of the Right of Children to Free and Compulsory Education Act, 2009. ]  [15:  Hindustan Times, 'Mumbai principals asked to provide false information on education data platform UDISE, alarming transparency concerns' (n.d.) https://www.hindustantimes.com/cities/mumbai-news/mumbai-principals-asked-to-provide-false-information-on-education-data-platform-udise-alarming-transparency-concerns-101693509408146.html accessed 27 May 2024.] 
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