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1. Privacy International (PI)[[1]](#footnote-1) welcomes the opportunity to provide input to the forthcoming report of the UN Special Rapporteur on the right to education to the General Assembly in October 2024, which will consider artificial intelligence in education and its human rights-based use at the service of the advancement of the right to education.[[2]](#footnote-2)
2. Artificial Intelligence (AI) is becoming increasingly common in educational institutions, as part of teaching, in classrooms, and administration. What has not kept pace has been appropriate safeguards, despite an increasing body of evidence around the potential harms of AI systems and the particularly vulnerable situation of children. PI recognises that AI systems can help in promoting human rights, however it's use in education technologies (EdTech) raises specific concerns in relation to the right to education and the right to privacy that have not always been given due consideration in the process.
3. PI’s submission hereafter highlights in the first part the potential harms for human rights associated with the use of AI within educational institutions and the additional safeguards and precautions that should be taken when implementing AI in EdTech and provides in the second part examples of AI tools and systems used in education process.[[3]](#footnote-3)

### **Recommendations**

1. PI recommends the UN Special Rapporteur for the upcoming report to:

* Underline the need for a human rights-based approach to all AI systems in the education sector and describe the necessary measures to achieve it including human rights due diligence, including human rights and data protection impact assessments, human rights by design, as well as ensuring the meaningful participation of affected communities in decision-making processes.
* Reassert that any interference with the right to privacy and the advancement of the right to education due to the use of AI technologies should be subject to the overarching principles of legality, necessity, and proportionality.
* Encourage states to adopt or review effective data protection legislation and sectoral laws to address the negative human rights implications of AI systems in education – at individual, group and society level.
* Identify the human rights risks of specific AI applications, due to the technologies employed and/or the context of their use; and describe the circumstances when AI applications should be banned in education because of human rights concerns.
* Explore the relationship between public-private partnerships in technology in the education sector. Define the scope of responsibility for private actors to ensure a human rights-based approach to their practices and to abide by the UN Guiding Principles on Business and Human Rights.
* Recommend that companies providing AI systems to education institutions should be required to waive commercial confidentiality and make their technologies fully auditable by any third party. If details of the workings of a particular technology cannot be disclosed for specified and valid grounds of serious commercial harm to the company, an independent oversight body bound by duties of confidentiality should be granted full access to the technology required to carry out an independent audit of the technologies.

## Part 1: The impact of AI in educational institutions on children’s rights

1. The use of AI in educational institutions will have direct impact on children’s enjoyment of their fundamental rights, who by default, have the right to additional measures of protection as is required by their status as minors.
2. The Special Rapporteur on the Right to Education has previously highlighted that the digitalisation of education brings serious risks to human rights, including the right to education. Some risks are the exact opposite of the potential benefits: heightened exclusion instead of improved access, standardisation instead of personalised teaching, enhanced stereotypes instead of diversity, reduced autonomy and freedom instead of creativity and participation, and data mining for the benefits of a few at odds with the public interest.[[4]](#footnote-4)
3. The use of EdTech in educational institutions has risen globally. PI has mapped some of these concerns about the lack of adherence to human rights principles in relation among others of India and Brazil being two examples of states with widespread adoption or plans to adopt this technology.[[5]](#footnote-5) We are concerned that the use of AI systems in educational institutions and education technologies can exacerbate existing inequalities further and lead to further violations of the rights to privacy, freedom from discrimination and ultimately limit the access to education for millions of students.

**1.1 AI in education and the right to privacy**

1. AI systems require the generation, collection, processing, and retention of mass amounts of personal data and therefore directly interfere with the right to privacy.[[6]](#footnote-6) The right to privacy encompasses the physical and psychological integrity of a person, and can, therefore, embrace multiple aspects of the person’s physical and social identity. Considering the vast amounts of personal data that AI systems in educational institutions process and use to make inferences about a student, including potentially sensitive data, they can significantly impact on the enjoyment of the right to privacy. Any interference with the right to privacy must be proportionate, necessary and in accordance with the law. Yet we have observed AI being introduced without any impact assessment, appropriate legal frameworks, and safeguards in place.
2. We are particularly concerned by increasing reliance on consent as a legal basis for processing data in educational settings. People shouldn’t be asked to exchange their privacy for access to education. It is often hard to fully understand what kinds and how much data devices, networks, and platforms generate, process, or share. Furthermore, how personal data is collected and used is often far from transparent, with, in some cases, total opacity and disrespect for the right to privacy.
3. In the UK, for example, a national survey revealed that less than 30% of children were made aware by their educational institutions of why EdTech was being used and how it operated. Moreover, only less than 1 in 10 students reported that they were fine with the companies sharing their data with third parties.[[7]](#footnote-7) Furthermore, ‘meaningful’ consent is extremely difficult, and potentially impossible, to achieve in an educational setting.
4. Also, in Sweden, the Data Protection Authority (DPA) fined a municipality 20,000 euros for violating the EU's General Data Protection Regulation (GDPR) regarding consent. While the municipality argued they had obtained consent, the DPA noted that the power imbalance between students, their guardians and the school meant the consent could not be deemed freely given.[[8]](#footnote-8)
5. Public and private actors deploying AI systems in educational institutions should take the necessary steps to ensure that the right to privacy and data protection are protected in the process, including by introducing appropriate and effective regulation to ensure the data is processed according to internationally recognised human rights standards, including data protection principles.[[9]](#footnote-9)

**1.2 AI in education and freedom from discrimination**

1. AI systems use identification, profiling, and automated decision-making which can lead to unfair, discriminatory, or biased outcomes. This can occur for several reasons and at many levels in AI systems and is often difficult to detect and mitigate. Often, the quality of the data used to train the system and biases within it are the source of potential discrimination and unfair treatment. People can therefore be misclassified, misidentified, or judged negatively, and such errors or biases may disproportionately affect certain groups of people.[[10]](#footnote-10)
2. When discrimination occurs, this can lead to exclusion, which can ultimately interfere with the child’s right to education.[[11]](#footnote-11) This is of significant concern as the quality of education a child receives, their attainment in school, even ultimately their dropping out, can have significant consequences across the course of their life. This exclusion is evident across various uses of EdTech, but particularly so in the use of facial recognition technology (FRT), (explored further below).
3. That educational institutions have implemented AI technologies already, despite the well documented existence of this discriminatory bias suggests that existing procurement and assessment processes are wholly inadequate in evaluating AI systems.

**1.3 AI technologies and the right to education**

1. EdTech is often perceived as an avenue to guarantee the right to education, however, in many cases it places students in onerous positions to access this right and could be undermining the right itself.
2. General Comment 1 of the Committee on the Rights of the Child made clear that, in practice, education must be "child-centred and empowering" and "must be provided in a way that respects the inherent dignity of the child and enables the child to express his or her views...and to participate in school life."[[12]](#footnote-12) The intrusiveness of the surveillance children are now subjected to is not empowering, does not respect their dignity and actively hinders many children from being able to participate fully.
3. Moreover, the monitoring of students' movements and facial expressions, and their communications both amongst themselves and with their teachers, addressed below, limits their ability to develop to their fullest potential - integral to Article 29 of the UN CRC.[[13]](#footnote-13)

**1.4 Recommendations**

1. As a result of these concerns, PI recommends the UN Special Rapporteur for the upcoming report to:

* Underline the need for a human rights-based approach to all AI systems in the education sector and describe the necessary measures to achieve it including human rights due diligence, including human rights and data protection impact assessments, human rights by design, as well as ensuring the meaningful participation of affected communities in decision-making processes.
* Reassert that any interference with the right to privacy and the advancement of the right to education due to the use of AI technologies should be subject to the overarching principles of legality, necessity, and proportionality.
* Encourage states to adopt or review effective data protection legislation and sectoral laws to address the negative human rights implications of AI systems in education – at individual, group and society level.

**Part 2: AI tools and systems used in education process and related decision making**

1. The impact of AI in education is further exemplified in specific surveillance technologies that have been introduced in education. We provide some examples in the second part.

**2.1 AI systems equipped with facial recognition technology**

1. In a growing number of countries, facial recognition technology (FRT), [[14]](#footnote-14) which can often be coupled with AI systems, is being increasingly used to mediate children’s access to education. This is despite the persistent evidence of discrimination within facial recognition systems, including systems being deployed by educational institutions.[[15]](#footnote-15)
2. The risks to human rights, in particular the right to privacy, associated with the use of FRT have been well-documented.[[16]](#footnote-16) These concerns are further compounded when additional analytics features increasingly rely on AI systems[[17]](#footnote-17) to carry out facial recognition as noted by the High Commissioner for Human Rights.[[18]](#footnote-18) PI has previously highlighted how the deployment of FRT is happening in a regulatory void and it is not subject to public and democratic scrutiny.[[19]](#footnote-19) Many educational institutions around the world have implemented these technologies without the appropriate oversight, transparency, or review.[[20]](#footnote-20)
3. Among others, there has been persistent evidence of discrimination within FRT systems, including systems being deployed by educational institutions.[[21]](#footnote-21) One researcher's testing of the software 'Proctorio' found that the AI system seemed to be “using a facial detection model that fails to recognize Black faces more than 50 percent of the time.[[22]](#footnote-22) Some data protection authorities have taken steps to prevent the technology from being used in classrooms,[[23]](#footnote-23) and some other authorities - such as New York State - have banned the use of the technology in educational institutions because of the “potentially higher rates of false positives for people of color”.[[24]](#footnote-24) This is in line with the growing body of research which suggests that AI systems will mismatch black faces at a higher rate than white faces.[[25]](#footnote-25)
4. Moreover, we consider that the fact that these systems have been continually rolled out, without the well documented risk of discrimination having been addressed, is an indictment of the existing procurement rules and safeguards. Hence, reinforcing the need to call for human rights due diligence prior to the introduction of any AI related system in education. Among the specific concerns around racial discrimination resulting from the use of FRT are: non-representative training data with data sets used to train AI models and algorithms do not necessarily represent the communities on which the final system will be used,[[26]](#footnote-26) and there are reported concerns of lower accuracy of facial recognition technologies with certain groups with skin colour being a key factor in the bias and lack of accuracy and profiling on the basis of race, ethnicity, national origin.[[27]](#footnote-27)

**2.2 Emotion Recognition**

1. Further systems, intertwined with the technology found within facial recognition, intended to monitor children’s emotions are also being deployed in educational institutions. Educational institutions across Hong Kong are using emotion recognition software to monitor facial expressions of children to determine their mood and level of motivation, gauge their progress, and predict their scores. This technology is also rife with bias, particularly so as different cultures use different facial expressions to emote.[[28]](#footnote-28)
2. These systems are fundamentally unsound, and have been found to interpret the facial expressions of white and black people differently - attributing negative feelings, such as contempt and anger, more frequently to black people.[[29]](#footnote-29)
3. That this data being recorded and used to assess children’s engagement in lessons and their emotional state is deeply disturbing and dystopian. It amounts to a significant interference with children’s right to privacy, and to their right to develop guaranteed by the UN CRC and is quite simply inappropriate for use on children in a classroom.
   1. **Social media and communications surveillance**
4. AI is being integrated into students’ day to day interactions, both inside and outside of educational institutions. Surveillance software, such as those provided by Gaggle, Navigate360 (previously Social Sentinel), and Bark, are increasingly using AI to flag what they claim to be harmful, inappropriate, or concerning messages in student's messages, social media, or browsing history. From algorithms blocking or inappropriately flagging LBGTQ+ content[[30]](#footnote-30) and allegedly outing students to their parents,[[31]](#footnote-31) to "forestalling" protests[[32]](#footnote-32) - the software being provided by these companies is being used in ways that undermine student’s human rights, including their freedom of expression, privacy and non-discrimination. Natural language processing - of the kind broadly used by these systems - has been shown to have issues categorising AAVE (African American Vernacular English)[[33]](#footnote-33) and that AAVE sentences may be more likely to be flagged as 'rude'.[[34]](#footnote-34)
5. These AI systems also threaten students access to quality education. Research has found that this kind of extensive surveillance "discourages cooperation among students and rewards conformity over creative or critical thinking and is also particularly bad for learning"[[35]](#footnote-35) A report into these companies by US Senators Elizabeth Warren and Ed Markey found that "these products may be exacerbating the school-to-prison pipeline by increasing law enforcement interactions with students", that the companies have not "taken any steps to determine whether student activity monitoring software disproportionately targets students from marginalized groups" despite evidence that they do, that students and their guardians aren't being appropriately informed of the "use - and potential misuse" of their data. [[36]](#footnote-36)
6. Even more concerning, a Centre for Democracy and Technology report found that "Forty-four percent of teachers report that one or more students have been contacted by law enforcement because of behaviours flagged by the student activity monitoring system".[[37]](#footnote-37) Moreover, significantly more LGBTQ+ students had been, or knew another LGBTQ+ student who had been, contacted "by a police officer or other adult due to concerns about them committing a crime" (31% to 19%). [[38]](#footnote-38) Since both reports Gaggle have decided to drop LGBTQ keywords,[[39]](#footnote-39) but one small action by one company does not alleviate the significant concerns about the potential systemic discrimination created by this kind of software.
7. These abuses are not being mitigated by human review either. Flags surfaced by Gaggle's algorithm, for example, are reviewed by human content moderators who claim they have little training, little time to make decisions, and little support despite being exposed to child pornography and suicide notes, amongst other more mundane conversations.[[40]](#footnote-40)

## **Scoring systems**

1. Educational institutions in Wisconsin, USA, use a dropout early warning system built by the state to identify students at risk of not graduating. The system’s machine learning algorithms make their assessments based on test scores, disciplinary records, lunch price status, and race. In a study of millions of predictions over a decade, it has been found that the system may be wrongly and negatively influencing teachers’ impressions of students, especially those of colour, that the system has not improved graduation risks for students dubbed “high risk”, and that false alarms are 42 percentage points higher for black students and 18 points higher for Hispanic students, compared to white students. At least eight other US states are building similar systems for future use.[[41]](#footnote-41)
2. There is no properly applicable legal basis - nor should there ever be - for the use of automated systems, and more specifically of AI-based systems that generate scores or predictions, for the taking of any decisions about children that have legal or otherwise “significant” effects on those children, e.g., to decide on admission to a specific school, or to place a child in a particular stream.
   1. **Recommendations**
3. As a result of these concerns, PI recommends the UN Special Rapporteur for the upcoming report to:

* Identify the human rights risks of specific AI applications, due to the technologies employed and/or the context of their use; and describe the circumstances when AI applications should be banned in education because of human rights concerns.
* Explore the relationship between public-private partnerships in technology in the education sector. Define the scope of responsibility for private actors to ensure a human rights-based approach to their practices and to abide by the UN Guiding Principles on Business and Human Rights.
* Recommend that companies providing AI systems to education institutions should be required to waive commercial confidentiality and make their technologies fully auditable by any third party. If details of the workings of a particular technology cannot be disclosed for specified and valid grounds of serious commercial harm to the company, an independent oversight body bound by duties of confidentiality should be granted full access to the technology required to carry out an independent audit of the technologies.
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