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8 Recommendations and Suggestions on the Use of AI in Education
While AI offers revolutionary tools for education, it also presents complex issues that require deep reflection to ensure the realization of the right to education for all (Marcet, 2023). In fact, AI deeply challenges the role of teachers. From a human rights perspective, appropriate regulation and a conscious approach from educators are essential to ensure that technology serves as a complement and not a substitute for essential human interactions in education (Prats, 2022). Additionally, teacher training programs must be developed so they can "domesticate" these new technological tools and stop seeing them as a threat. Collaboration between educational administrations, technology developers, families, academics, and the educational community will be crucial to address these challenges and make the most of the benefits in education (Giannini, 2023). Here, we summarize 8 challenges we have found important to highlight based on our experience over the past two years of training and implementing support in schools.

1. Awareness and Update on Current Sociotechnological Understanding (Miao, 2022; Prats, 2024)
   - Clear and Accessible Narratives: It's fundamental to develop a comprehensible narrative about AI and Generative AI (GAI) for teachers and parents. It's important to address fears, resistance, and ignorance by sensitizing and explaining the concepts and science behind these technologies.
   - Understanding the Digital Context: AI must be contextualized within the current socio technological framework (4th industrial revolution). AI is not a passing fad; it is a disruptive change comparable to electricity or the internet.
   - Importance of Real-Time Data: Highlight how AI uses and relies on real-time data to improve educational processes and outcomes. It's essential to prevent and ensure teachers protect and carefully handle any documents or data, personal or third-party, that they share online.

2. Protection and Security (OECD, 2021)
   - Online Protection: Recommend that teachers and students have specific email accounts for registering in applications and online services, thus reducing the risk of exposing personal or third-party data.
   - Disinformation and Critical Thinking: AI can be used to generate more disinformation. It's necessary to promote knowledge, critical thinking, and the importance of contrasting, verifying, and evaluating AI-generated information, which often contains biases or errors.


3. Equity and Access (Fundació Ferrer i Guàrdia, 2020)
   - Equity Problem: Point out the risk that in the future, the wealthier will have access to quality education through teachers, while the poorer will depend exclusively on machines and AI. It's essential to work to avoid these inequalities.
   - Access Problem: Highlight the existence of excessive subscriptions and fees for using AI in the education sector. Demand that tech companies provide preferential treatment to the educational field (non-abusive prices and protected environments).
   - Overreliance: Warn about the danger of excessive dependence on AI. The main problem in using AI is humans who blindly trust it without critical supervision.

4. Educational Use of GAI (Gardó, 2022; Prats, 2024)
   - GAI for Bureaucratic Tasks: Suggest learning to use generative AI for managing administrative tasks, allowing teachers to dedicate more time to personalized student attention.
   - GAI Generates the First Draft: GAI can generate the first draft of texts or projects, facilitating the start of educational work. Students must learn to improve, expand, document, and review these drafts.
   - Biases and Errors in GAI: Recognize that GAI generates content with biases and errors. This presents an educational opportunity to teach students to contrast information, verify data, and seek reliable sources.

5. Transformation of the Teaching Role and Revitalizing Classroom Presence (Prats, 2024)
   - Revisiting Work and Documents (TFG, TFM, TR’s, ...): Integrate oral defenses and personalized support in written work, ensuring students can explain and justify how they have used AI, emphasizing the document creation process.
   - Effective Use of Classroom Time: Encourage active, participatory, real, authentic, and dynamic learning experiences instead of relying excessively on traditional PowerPoint presentations.

6. Training and Support (Sabzalieva et al., 2022)
   - Continuous Teacher Training: It's crucial that teachers receive training on how to effectively use AI in education. This includes regular meetings to update knowledge and specific pedagogical guidance services for the use of digital technologies.
   - Pilot Programs and Support from School Libraries and Documentation Services: Implement pilot plans for pedagogical transformation and collaborate with libraries to select the most appropriate digital tools.

7. Innovation and Feedback in Education (Merino et al., 2023; Sanmartí, 2019)
   - Personalized Assessments: AI can offer assessments tailored to each student, improving the learning experience and identifying specific areas for improvement.
   - Constructive Feedback: Use AI to provide personalized and constructive feedback that helps students improve in specific areas.
   - Decision-Making: GAI allows teachers to have more data for making decisions. Remember that GAI does not replace the teacher's role in providing personal feedback or individualized attention (Davis, 2013).
   - Promoting Curiosity: Encourage self-directed learning and continuous curiosity using AI, providing personalized resources and materials.

8. Ethics, Privacy, and Sustainability (European Commission, 2022; UNICEF, 2021; UNESCO, 2019)
   - Evaluation Issues: Ensure that the use of AI in education is done ethically, respecting data privacy, and promoting fairness in evaluation (Prats et al., 2020).
   - Carbon Footprint: Consider the environmental impact of AI use and promote responsible use to reduce the carbon footprint.
   - Freedom and Responsibility: AI poses significant risks to individual and collective freedom. Address threats to privacy and personal autonomy arising from the extensive use of surveillance systems based on AI, especially concerning minors.
   - Algorithmic Inequality: Develop and apply AI fairly, avoiding biases that could perpetuate discrimination in areas such as hiring, insurance, and bank credits.
   - Empathy and Authenticity: Although AI can simulate empathy, it cannot replace the depth and authenticity of human relationships and reflections. Authentic human interaction must be valued and preserved in the AI era (Crary, 2013; Chul Han, 2012).
   - Work Transformation: AI has the potential to significantly transform the labor world. It's crucial to identify and mitigate negative impacts, such as excessive automation and job loss, while promoting opportunities for roles requiring creativity and unique human skills.
   - Online Platforms and Symbolic Violence: The use of AI on online platforms can lead to a form of alienation and control that exerts symbolic violence on users. Platforms use AI to retain users, profile them, and manipulate their behaviors through rewards and personalized content, creating addiction and a social bubble.
   - Digital Dictatorship and Privacy: There is a danger of digital dictatorship where AI in the hands of governments or large corporations can lead to massive population control, evaluating and classifying citizens based on their online and physical world behavior.
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