NGO Working Group on Human Rights Education and Learning
1. In response to the call for contributions by the Special Rapporteur on the right to education for her upcoming report on the human rights-based use of artificial intelligence (AI) in education at the service of the advancement of the right to education, the NGO Working Group on Human Rights Education and Learning is pleased to submit the following remarks and recommendations:

2. The Human Rights Council – in its resolution 53/7 of 12 July 2023, which extended the mandate of the Special Rapporteur on the right to education for an additional three years – reiterated the importance of human rights education as an integral part of the right to education, as underlined among others in the UN Declaration on Human Rights Education and Training of 2011.

3. The Declaration states that human rights education and training encompasses education about, through and for human rights. In a similar vein, we may consider that the human rights-based use of artificial intelligence in education should encompass not only education through AI but also about AI. This is reflected in the questionnaire’s fifth question relative to AI competency.

4. Beyond its technological dimension, the ‘human dimension’ of AI competency – described in the questionnaire as focusing on the “impact of artifical intelligence on people” – is key to addressing the potential risks associated with AI in education identified in the questionnaire, such as biases in algorithms and the reinforcement of harmful stereotypes through AI-generated content.

5. Indeed, the power of a human rights-based approach in bringing about positive change in an education context, lies not only in driving duty bearers – such as education ministries, school administrators and teachers – to meet their obligations, but also in equipping learners as well as these duty bearers with the knowledge, skills and attitudes they need to both guard against and help mitigate potential human rights risks.

6. This approach is advocated for by the Committee on the Rights of the Child, which in its General comment No. 25 (2021) emphasised that, in order to realise child rights in relation to the digital environement, State parties should ensure that critical digital literacy is taught throughout all school years, as part of basic education curricula. 

7. Given AI’s growing influence in society and its development driven largely by private companies, AI competency should crucially also include a ‘social’ and ‘economic’ dimension. This would align with the Committee’s view that children should be aware of business practices and persuasive strategies in the digital environment, including the uses of automated processing [i.e. AI] and personal data.

8. Integrating these critical elements into the uses of AI in education is essential for safeguarding students’ rights in our increasingly data-driven and automated world. It would moreover ensure that AI education is part of broader human rights education efforts, thereby supporting the comprehensive advancement of the right to education.

9. Finally, we highlight that the World Programme for Human Rights Education offers a valuable framework for both governments and civil society to promote the human rights-based use of AI in education, as its upcoming fifth phase (2025-2029) will focus on human rights and digital technologies, among other thematic issues (as per HRC resolution 54/7).
