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Questions (feel free to respond to those which are relevant to your work)
1. Please provide examples of how AI tools and systems, including generative AI, are used in education process and related decision making in your country, organization or educational institution, with examples of specific software where relevant. 
a. Artificial intelligence employed in pre-K–12 and higher education contexts can take on a variety of forms. A report by Education International provides a helpful construct for these uses:
i. Student-focused AI includes adaptive tutoring systems, automatic writing evaluation systems, and chatbots, among other tools aimed at supporting students.
ii. Teacher-focused AI tools are aimed at teachers and include assessment supports, lesson planning tools, and resource curation systems.
iii. Institution-focused AI helps with school and campus administration and operations, such as handling scheduling, scanning for safety concerns, and identifying students at risk.
iv. A fourth type, system-focused AI, has also begun to emerge, with some states using AI to determine school funding or score state assessments.
2. Please provide specific evidence of the known impact of AI tools and systems on learners and teachers and on education systems in general, both positive and negative and explain how the impact is monitored. For example, how does the use of AI affect:
· In Education International’s 2023 overview of the current state of AI in education, Wayne Holmes notes that “There remains little evidence that what is good for the technology industry is good for the world; similarly, there is little evidence that what is promoted by the AI industry is good for students and teachers.”
a. persons with special learning needs, learners with different linguistic and cultural backgrounds, women and girls;
b. access to education of populations marginalized or underserved due to ethnicity, socio-economic status, displacement and other factors;
· In Nevada, an AI algorithm was used to determine pre-K–12 school funding. As a result, the number of students defined as “at risk” was reduced from 288,000 in the 2022 – 23 school year to only 63,000 the following year, making them ineligible for supplemental state funding.
c. human interaction between teachers and students;
· AI’s inability to understand the contextual nuances of teaching and learning would devalue the professional expertise of human evaluators who can exercise judgment. In addition, although researchers understand the general processes of how AI output is reached, the specific process of how a model arrives at a specific output is not.
d. students’ and teachers’ human rights, privacy, safety, engagement, agency and critical thinking;
e. perpetuation of stereotypes and inequalities;
· Technology developers are overwhelmingly younger, White, cisgender, heterosexual, male, and people without disabilities. This means that not only will AI technology tend to reflect the perspectives – and biases – of this population, but also that developers themselves may be inclined to these concerns. 
· For example, recent research shows that chatbots such as GPT-4 provide less advantageous outcomes to individuals with names typically associated with racial minorities or women on topics as diverse as car purchases and election outcome predictions. Models have also demonstrated notable bias against people with disabilities.
· One particular concern for algorithmic bias is facial recognition technology, problems with which have even resulted in people being arrested for crimes they did not commit. Within education, facial recognition technology can be inaccurate and can lead to students being identified or disciplined for offenses they were not involved in, and in some cases, it can mean that students aren’t identified or recognized at all. These problems are exacerbated by the overreliance on intense surveillance measures in schools that primarily serve students of color. Black women, in particular, have the lowest accuracy rate of racial recognition technology, with errors and misidentification in more than 30 percent of cases. Notably, in September 2023, New York State banned the use of facial recognition technology in schools after determining that the concerns and risks for outweighed the benefits. 
· AI utilizing facial, image, and voice recognition also poses significant problems for the disability community, emphasizing the critical need to control disability bias in AI software. Dialects and speech-language differences are often unaccounted for in AI software, rendering voice recognition inaccessible to those with speech, language, and voice disorders such as aphasia.
· Surveillance technologies, such as remote proctoring systems, can be especially discriminatory towards those with disabilities. The Center for Democracy and Technology published a guide in May 2022 on ableism and disability discrimination in education-related surveillance technologies and noted that individuals with disabilities are more likely to be flagged as potentially suspicious by this software due to their disability-specific access needs, such as needing longer breaks or using screen readers or dictation software.
· Biased AI cheating detection applications have incorrectly flagged students for misconduct. For instance, emergent multilingual learners have been falsely accused of submitting written assignments using AI-generated content because AI detection software is largely trained using writing samples from native English speakers.
· Facial recognition technology used in AI cheating detection software is biased toward White cisgender males, decreasing the accuracy in detecting misconduct among students of color, cisgender females, transgender individuals, and students with disabilities.

f. the type of information or disinformation that learners and educators are exposed to;
· Generative AI can also provide output that is simply wrong, which is particularly dangerous given its ability to generate language that sounds entirely plausible to a human audience. Chatbots have been shown to cite articles that don’t exist, provide harmful medical advice, generate historically inaccurate images, and more.
· Generative AI tools rely on existing and accessible data to produce content. Because of this, AI tools are not always using current data or research and may not have access to academic journals behind paywalls, limiting the types of resources they can draw upon. Considering these limitations, educators and students should be cautious of the integrity of AI-generated content. Moreover, the lack of transparency in how and from what sources AI generates content creates difficulties in the ability to reproduce and verify research results.
g. assessment of learning; 
h. education management.

3. Please provide examples of legislation, regulations (including codes of conduct or institutional rules) or policies addressing or covering the use of AI in educational context, including ethical or human rights concerns around AI development and use, data privacy, bias mitigation, transparency, academic integrity, plagiarism and proper attribution. Is due diligence mandated for the use of AI in educational context? Do students have clear guidance for citing AI usage? 
a. Federal Policies
i. Laws that focus on privacy and data protections for students and children including in the education technology space, including but not limited to COPPA, FERPA
ii. Proposed bipartisan legislation in the U.S. Congress entitled the American Privacy Rights Act would modernize and expand data privacy rights.
iii. Presidential executive orders in 2023 raised the need and action of the U.S. Federal Government to create departmental policies surrounding AI. The “Executive Order on the Safe, Secure, and Trustworthy Development and Use of Artificial Intelligence” set in motion a requirement to develop comprehensive AI policy for government entities.
b. State Policies
i. California and Virginia have enacted comprehensive data privacy laws and Colorado recently enacted an AI privacy law to protect against algorithmic bias

4. Please provide examples of participation of teachers, parents, students or communities in the development of nationwide or internal regulations addressing the use of AI in education. What has been the feedback from teachers, students and parents? Are there mechanisms in place to solicit such feedback?
5. How does the education system support management staff, teachers and students in understanding how to use AI and how AI works? Please provide examples and /or texts of curricula that address both the technological and human dimensions of AI competency (both how it works (the techniques and the technologies) and what its impact is on people (on human cognition, privacy, agency)). 
a. The following frameworks are examples of curricula and professional development that address both the technological and human dimensions of AI competency.
i. UNESCO: AI Competency frameworks for teachers and for schools (to be released May 2024)
ii. ISTE: Leaders’ Guide to Artificial Intelligence
iii. ISTE: Free Guides for Engaging Students in AI Creation 

6. Please provide examples of existing professional development programs for teachers to use AI technologies. What training and support are provided to educators to effectively utilize AI tools in their daily work?
a. Currently these programs are at their infancy.  More are needed.  Some examples are:
i.  ISTE: Artificial Intelligence Explorations Program and Their Practical Use in Schools
ii. Edtechteacher: Artificial Intelligence(AI) Education for Teachers
iii. Google: Generative AI for Educators
iv. Coursera: Artificial Intelligence (AI) Education for Teachers
v. Code.org: AI 101 for Teachers
vi. Microsoft: AI for Educators

7. Please provide examples of policies addressing gaps and inequalities in access to necessary conditions for the use of AI in teaching and learning, for instance aimed at reducing the digital divide between students with easy access to AI tools at home and those dependent on school resources? What measures are in place to ensure that trustworthy and pedagogically appropriate AI tools and  resources are accessible to all students, regardless of their socio-economic background or geographical location?
a. From the US Department of Education National Educational Technology Plan:
i. Talladega County, Alabama:
1. It took three years for Talladega County Schools, a rural Alabama district with a student population of 7,000 that is roughly 67 percent White and 28 percent Black, to develop computing pathways for its 7,000 students. Talladega applied to participate in the National Science Foundation-funded Developing Inclusive K-12 Computing Pathways project to offer computer science and computational thinking (CT) opportunities to all students, particularly female students and students from low socioeconomic households. The district clarified the K-12 computing pathway and identified existing resources and gaps. Next, they defined new learning opportunities across grade levels, courses, and schools and developed a competency map linking CT-specific activities and resources. To focus on classroom-level change, leaders first gathered teacher, administrative, student, and community feedback. They created professional development resources and determined how to measure pathway implementation progress. They also built a website that defined CT for parents and families. The district plans to revise its Inclusive CT Pathways document and website continually, and students will continue using “exit tickets” to help the district gain a better sense of student learning gains.
ii. Early County, Georgia
1. Before 2021, the Early County School District in Georgia had no Computer Science program for its students. Three years later, the district’s high school will have four students complete its new computer science pathway. Through a partnership with the Kapor Center, the 52 percent Black school district has established a complete 6th through 12th-grade computer science pathway for students in Early County. They leveraged the Kapor Center’s Culturally Responsive-Sustaining Computer (CRSC) Framework, developed in partnership with a national collective of education advocates to create more pathways for Black, Latinx, Native American, and other marginalized students to computer science education, tech careers, and STEM-related fields. The rural district faced challenges found in many similar districts across the country—lack of devices, the need for teachers with computer science certification, and a curriculum that helped students achieve industry standard skills while considering culturally responsive practices. The goal of the partnership is to ensure that the students of Early County fulfill the Kapor Foundation’s mission, “To create a more equitable technology ecosystem that addresses longstanding racial inequality, creates economic opportunity, tackles critical societal issues, and reflects the power and perspectives of communities of color.
iii. Montana
1. To ensure all students in the state have an opportunity to face the future of work, the Montana Digital Academy (MTDA), a 14-year-old online school that offers more than 100 courses taught by Montana public school educators to students across the state, began offering Artificial Intelligence in the World in Fall 2023. A semester-long introductory survey of AI concepts, tools, and building blocks, the course will give high school students a broad overview of how people use AI to make decisions and solve problems. Students will study AI’s ethical impacts, participate in hands-on AI-focused activities, and develop a grounding foundation for watching the technology as it evolves. The course will also focus on the history and future of AI and explore career fields, helping students understand how to embrace and use AI ethically to improve society. By making this course available to public school students across the state, the MTDA is helping ensure students in rural communities have opportunities to better understand the implications of emerging technologies and how to use them to support learning.

8. Please provide examples of state-supported collaboration or partnership between public educational institutions and corporations producing AI tools for education. Does the education system enforce contracts with specific software providers or is there a choice, at which level and is it informed by feedback from teachers, parents and students, as appropriate? How are data sovereignty and localization being addressed in the context of using international or foreign-developed AI tools in education?

9. What are the main challenges encountered during the implementation of AI in education? Have there been any technical, ethical, financial or regulatory hurdles in deploying AI solutions in the educational context? 
a. Some potential pitfalls with the use of AI in education include but are not limited to:
i. Data privacy and security;
1. Data is a broad concept where AI is concerned. Test scores, grades, names of students, and birthdates are commonly used types of quantifiable data in an educational setting. Another type of data to be aware of in the context of artificial intelligence is biometric data.
2. Relationships between data are just as crucial a component of what is collected. For instance, even if a student’s test score data is scrubbed of the individual student demographic details, a geographic-based IP address might still be collected. Using this data, AI could make associations and assumptions about the relationship between the student’s geographic location and their test scores.
ii. Algorithmic bias and inaccurate or nonsensical outputs;
1. Given that artificial intelligence systems are built by humans and rely on data that are either collected by humans or generated by human-built systems, they are susceptible to the same problems with bias and inaccuracies as humans.
2. Furthermore, technology developers are overwhelmingly younger, White, cisgender, heterosexual, male, and people without disabilities.
3. Within education, facial recognition technology can be inaccurate and can lead to students being identified or disciplined for offenses they were not involved in, and in some cases, it can mean that students aren’t identified or recognized at all. AI utilizing facial, image, and voice recognition also poses significant problems for the disability community.
iii. Surveillance;
1. Artificial intelligence can parse large amounts of data and identify patterns much more quickly than current technology. For some schools, districts, or institutions, this AI may be utilized as a way to monitor both students and staff—for safety, policy enforcement, assessments, or content moderation.
iv. Intellectual property rights;
1. The use of generative AI poses various challenges for students and educators in both pre-K–12 and higher education regarding proprietary rights, intellectual property (IP), and copyright infringement within teaching, learning, and research.
v. Academic integrity;
1. A notable concern among educators at all levels is the temptation for many students to use AI tools to plagiarize or cheat on written assignments. The ease of access to generative AI tools may be viewed as an institutional-wide threat to academic integrity. Due to the sudden emergence of generative AI tools in teaching and learning, educators and students at all levels find themselves struggling to define and identify academic misconduct.  
vi. Bullying and harassment; and
1. When it comes to bullying and harassment among students, AI has been offered as both a preventive measure and a facilitator of greater harm.
2. AI systems do not understand the context in which language is used, particularly subtleties such as sarcasm and wit, which may lead to incorrectly tagging non-harmful content as problematic or missing content that is actually abusive.
vii. Impact on the environment.
1. Although these technologies operate in virtual spaces, AI and the cloud will intensify greenhouse gas emissions, consume increasing amounts of energy, and require larger quantities of natural resources.

10. Are there any specific areas within education where you see significant potential for AI integration in the future? 
a. Adaptive assessment practices are already being utilized.
b. Personalized learning plans based on individual interests and learning needs.  Students can also receive feedback on their writing and next steps for improvement.  
c. Adaptive tutoring that responds to student input and provides learning opportunities focused on growth and mastery of skills.
d. Project based learning pairs nicely with AI.  AI can act as a thought partner for complex real-world problem-solving.
e. Language learning- Apps like Duolingo are already using AI for support learning a new language via real-time conversations and feedback on language use.
f. Emotional support and SEL skills.  For better or worse, AI platforms are experimenting with “AI friends”, life coaching, therapy.
g. Accessibility.  The possibilities of improving accessibility for students with disabilities is a new frontier.
h. Professional Learning.  Providing learning plans, opportunities to thought partner and feedback on teaching skills is currently available.  However, these types of experiences are still in the beginning stages.
i. Data driven decision making. AI can process and analyze large amounts of data.  This is only limited by our data collection tools and our ability to ask the right questions.
j. Virtual Reality and simulations.  Exploring new places and experimenting with science and math problems can be a highly engaging way of learning. Also, virtual worlds can become more real, offering opportunities for students to form global online communities in real time.
k. Content Curation.  New ways of mixing existing content is only limited to our ability to ask the right questions.
l. Lesson planning and differentiation. AI can quickly create quality standards-aligned lessons with differentiation built in for all students, given the correct human designed parameters.



