ARTIFICIAL INTELLIGENCE IN EDUCATION: HUMAN RIGHTS-BASED
USE AT THE SERVICE OF THE ADVANCEMENT OF THE RIGHT TO EDUCATION

HOMO DIGITALIS
Questions (feel free to respond to those which are relevant to your work)
1. Please provide examples of how AI tools and systems, including generative AI, are used in education process and related decision making in your country, organization or educational institution, with examples of specific software where relevant.
In Greece, AI tools and systems are increasingly being integrated into the education sector, enhancing teaching processes. One prominent example is the use of AI-powered tools such as Canvas or Kahoot, which personalize learning experiences by tailoring content to the individual needs of students. These platforms can be tailored to the learning styles of the students to provide customized exercises and resources, thereby improving engagement and comprehension. At the same time, teachers begin to explore how to leverage Gen AI tools like ChatGPT to enhance their educational processes (i.e., to develop enhanced lesson plans). However, a limiting factor is the lack of prompt engineering awareness and the inherent inefficiency of these tools in understanding prompts in Greek.
2. Please provide specific evidence of the known impact of AI tools and systems on learners and teachers and on education systems in general, both positive and negative and explain how the impact is monitored. For example, how does the use of AI affect:
a. persons with special learning needs, learners with different linguistic and cultural backgrounds, women and girls;
b. access to education of populations marginalized or underserved due to ethnicity, socio-economic status, displacement and other factors;
c. human interaction between teachers and students;
d. students’ and teachers’ human rights, privacy, safety, engagement, agency and critical thinking;
e. perpetuation of stereotypes and inequalities;
f. the type of information or disinformation that learners and educators are exposed to;
g. assessment of learning;
h. education management.
3. Please provide examples of legislation, regulations (including codes of conduct or institutional rules) or policies addressing or covering the use of AI in educational context, including ethical or human rights concerns around AI development and use, data privacy, bias mitigation, transparency, academic integrity, plagiarism and proper attribution. Is due diligence mandated for the use of AI in educational context? Do students have clear guidance for citing AI usage?

In Greece, the legislative and regulatory framework addressing the use of AI in education is evolving, with several initiatives aimed at ensuring ethical and responsible AI deployment. The General Data Protection Regulation (GDPR) is a cornerstone of data privacy in the educational context, mandating strict guidelines on data collection, processing, and storage to protect students' personal information. Educational institutions are required to comply with GDPR to ensure data privacy and security.

Additionally, Greece is expected to implement at national level the recently adopted EU's Artificial Intelligence Act, which provides a comprehensive framework for the ethical use of AI. This includes provisions for bias mitigation, transparency, and accountability in AI systems. The Act emphasizes the need for high-risk AI applications, including those in education, to undergo rigorous testing and validation to prevent biases and ensure fairness.

However, the greatest challenge is how to safeguard academic integrity and detect plagiarism. The Greek Ministry of Education is currently preparing guidelines for the ethical use of AI in academic work (see article in Greek: https://www.esos.gr/arthra/86935/odigies-k-pierrakaki-sto-iep-gia-ti-hrisi-tis-tehnitis-noimosynis-apo-toys-mathites). These guidelines will include clear instructions for students on how to properly cite AI-generated content and maintain academic honesty. The guidelines are to align with the European Commission's guidelines on trustworthy AI: https://ec.europa.eu/futurium/en/ai-alliance-consultation/guidelines.

With the enactment of the EU AI Act, due diligence will be mandated within the educational sector, requiring institutions to regularly assess the ethical implications and potential risks associated with AI applications. This ensures that AI tools are used responsibly and align with human rights principles.

4. Please provide examples of participation of teachers, parents, students or communities in the development of nationwide or internal regulations addressing the use of AI in education. What has been the feedback from teachers, students and parents? Are there mechanisms in place to solicit such feedback?

The development of nationwide regulations and policies addressing the use of AI in education is the responsibility of the respective Ministry of Education and the Institute of Educational Policy (IEP). The IEP is currently running a program to transform conventional curricula and educational content into open source, interactive, universally accessible digital environments with embedded artificial intelligence (see for reference: https://iep.edu.gr/el/deltia-typou-mis/ops-ta-5174140-sub-1-metasximatismos-ton-symvatikon-programmaton-spoudon-kai-tou-ekpaideftikoy-periexomenou-se-anoixtoy-kodika-diadrastika-psifiaka-perivallonta). 

5. How does the education system support management staff, teachers and students in understanding how to use AI and how AI works? Please provide examples and /or texts of curricula that address both the technological and human dimensions of AI competency (both how it works (the techniques and the technologies) and what its impact is on people (on human cognition, privacy, agency)).
The education system – either centrally through the Institute of Educational Policy or decentralized through the local Educational Directorates – has enacted various awareness-raising activities to empower teachers with AI. For example, the IEP has recently implemented the workshop entitled: "Educational Intelligence in the Classroom. The Artificial Intelligence Classroom. First Online Roundtable," which was held on Friday 17 May 2024 (https://iep.edu.gr/el/deltia-typou-genika/deltio-typou-i-ekpaideftiki-noimosyni-stin-taksi-i-taksi-tis-texnitis-noimosynis-proto-diadiktyako-stroggylo-trapezi). More than 750 teachers were registered and connected to the platform on the day of the event, while more than 1,400 views of the workshop have already been recorded on the IEP's YouTube channel (https://www.youtube.com/live/Xr0lUww1Z6Y?feature=shared). 
In another example, the Directorate of Secondary Education in Larissa co-organized with Joist Innovation Park a workshop on “AI and Teachers” (https://joistpark.eu/ekdiloseis/ai-ekpaideytikoi/). The open event presented to teachers of secondary and primary education, all those aspects related to the introduction of AI in the learning process: learning management systems, use of educational digital tools, user safety, existing institutional framework, definitions, techniques and technologies, concerns, dilemmas and benefits.
6. Please provide examples of existing professional development programs for teachers to use AI technologies. What training and support are provided to educators to effectively utilize AI tools in their daily work?
Apart from the ones mentioned above, they are currently two professional development programmes for teachers of primary and secondary education regarding the use of AI from the University of Patras:
i) AI in Education: the aim of this programme is to equip the trainees with the necessary knowledge and skills to understand and apply AI in the field of education, including how to use a wide range of tools. Additionally, it claims that it will equip teachers with the knowledge, skills, attitudes and behaviours necessary to understand and effectively use AI technologies in educational environments. It costs 300 euros and lasts for 9 months (e-learning); and
ii) ChatGPT in Education: it trains teachers on how to use several tools, so as to understand how to develop prompts and integrate them in the classrooms. It lasts 3 months and costs 450 euros (e-learning). Teachers who attend this courses get extra credits that can later on use for their professional progression. 

7. Please provide examples of policies addressing gaps and inequalities in access to necessary conditions for the use of AI in teaching and learning, for instance aimed at reducing the digital divide between students with easy access to AI tools at home and those dependent on school resources? What measures are in place to ensure that trustworthy and pedagogically appropriate AI tools and resources are accessible to all students, regardless of their socio-economic background or geographical location?
8. Please provide examples of state-supported collaboration or partnership between public educational institutions and corporations producing AI tools for education. Does the education system enforce contracts with specific software providers or is there a choice, at which level and is it informed by feedback from teachers, parents and students, as appropriate? How are data sovereignty and localization being addressed in the context of using international or foreign- developed AI tools in education?
9. What are the main challenges encountered during the implementation of AI in education? Have there been any technical, ethical, financial or regulatory hurdles in deploying AI solutions in the educational context?

The implementation of AI in education in Greece faces several challenges spanning from technical, ethical, financial, to regulatory domains.

Technical Challenges
Integrating AI systems into existing educational infrastructure can be complex. Many schools lack the necessary technological infrastructure and expertise to effectively implement and maintain AI tools. 


Ethical Challenges
AI in education raises ethical concerns, particularly around data privacy and bias. Ensuring that AI systems do not perpetuate or exacerbate existing biases in educational content and assessments is a major concern. Additionally, there is the challenge of maintaining student data privacy in compliance with GDPR, which requires robust data protection measures.

Financial Challenges
The cost of implementing AI solutions can be prohibitive, since most are based on a subscription model. Many educational institutions struggle with limited budgets and may find it difficult to invest in the necessary technology, training, and maintenance required for effective AI deployment. This financial barrier can lead to disparities in access to AI-enhanced education between different regions and schools.

Regulatory Challenges
Navigating the regulatory landscape for AI in education is complex. Compliance with national and EU regulations, such as the GDPR and the proposed EU AI Act, requires significant effort and resources. Ensuring transparency and accountability in AI systems while adhering to these regulations adds an additional layer of complexity.

Addressing these challenges requires a coordinated effort from policymakers, educational institutions, and technology providers to create a supportive environment for the ethical and effective use of AI in education.

10. Are there any specific areas within education where you see significant potential for AI integration in the future?
Enhancing accessibility and student performance
One of the most promising feature of AI tools in classrooms is the assistance they can provide to students with hearing or visual impairments via the AI-driven speech-to-text and text-to-speech applications. Other tools that can help students with dyslexia to better articulate, write and express themselves. Apart from that, AI tools for translation, help students to have access to a broader range of sources when researching or learning about a topic. 
Improve student engagement and motivation 
Another promising area is the use of Augmented and Virtual reality tools in the classroom. The novelty and the interactivity of these tools, enabling students to directly manipulate, play and ‘touch’ with elements of their environments, is been said to contribute to deeper learning among them. It’s more likely that students will remember their materials for the long term because they will be able to directly interact with their materials in fun and innovative ways.
