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ARTIFICIAL INTELLIGENCE IN EDUCATION: HUMAN RIGHTS-BASED USE AT THE SERVICE OF THE ADVANCEMENT OF THE RIGHT TO EDUCATION[footnoteRef:1] [1:  This report has been produced by: 
Brazilian Campaign for the Right to Education - Contact: coordenacao@campanhaeducacao.org.br / https://campanha.org.br/
Open Education Initiative - Contact: https://aberta.org.br/] 


[bookmark: _heading=h.ap5415l0be52]
[bookmark: _heading=h.okslvlc33ybk]Question 1
1. In Brazil, there is still no robust discussion on AI and Education. What we have is the indiscriminate transfer to AI platforms of big tech companies, data centers of big tech companies, and a naive discussion on the "responsible use" of generative AI.
[bookmark: _heading=h.oxlksykk09s]Question 2
2. An Education survey[footnoteRef:2] revealed that 67% of teachers use cell phones for educational activities with students in 2023. Yet, there is a lack of governance, both at the institutional and state levels, to establish rules for this practice. There has been little consideration of the implications of these technologies in the current context and the significant influx of such technologies into schools or through students' cell phones. [2:  https://teletime.com.br/16/11/2023/tic-domicilios-84-dos-lares-brasileiros-possuem-algum-tipo-de-conexao-de-internet/#:~:text=Dados%20divulgados%20pela%20pesquisa%20TIC,brasileiros%20que%20usam%20a%20Internet.] 

3. Another survey indicated that 70% of state and municipal education networks, as well as public universities, outsource their email servers. Consequently, accessing the institutional email of a Brazilian public university requires logging in through a private company, as these institutions do not manage their strategic data infrastructure. This infrastructure includes not only personal data but also crucial educational data for the country. This trend is prevalent in Latin American countries, except for Uruguay, which still maintains its own infrastructure[footnoteRef:3]. [3:  https://educacaovigiada.org.br/] 

4. In 2020, an analysis of the terms of use for education-specific products like Google Education and Microsoft Education revealed that schools bear the responsibility for any misuse. Just as when students use YouTube, their data is exploited for commercial purposes. The terms are intentionally complex and difficult to read, discouraging thorough review before acceptance[footnoteRef:4]. Additionally, NGOs often support these initiatives by providing teacher training on how to use these tools. [4:  https://zenodo.org/record/4005013] 

5. In 2022, following the implementation of the General Data Protection Law (LGPD)[footnoteRef:5], a further analysis found that the terms of use and privacy policies for these education packages do not comply with LGPD and do not even reference it[footnoteRef:6]. This indicates not only digital colonization but also a disregard for the laws of our country. [5:  https://www.planalto.gov.br/ccivil_03/_ato2015-2018/2018/lei/l13709.htm]  [6:  https://zenodo.org/record/7718863] 

[bookmark: _heading=h.uw8leek8y040]Question 3
6. Public platforms, established as a public and free right (under the Brazilian Civil Rights Framework for the Internet - Law No. 12,965, April 23, 2014), are still not supported by robust, integrated public policies spanning communication, science, education, technology, and innovation sectors. Adequate public funding, such as from the Telecommunications Services Universalization Fund (FUST - Law No. 9,998, August 17, 2000), earmarked for specific purposes, is crucial for their implementation.
7. The scenario outlined in the National Strategy for Connected Schools Handbook[footnoteRef:7] highlights a significant challenge regarding disparities in connectivity and access to technology within Brazilian school systems. The data clearly indicates that many educational institutions face obstacles related to basic infrastructure necessary for effective integration of technology in the teaching and learning environment - ranging from lack of electricity to absence of devices or internet connectivity, as well as inadequacy. These figures underscore the widespread nature of this issue across thousands of schools nationwide. [7:  https://www.gov.br/mec/pt-br/escolas-conectadas/cartilha.pdf ] 

8. This situation underscores the urgent need for policies and initiatives addressing these discrepancies, ensuring that all students and educators have equal rights to access high-quality tools and resources, including accessibility features. These are issues that the Brazilian Campaign for the Right to Education has been addressing for many years, advocating for the implementation of the Quality Student Cost, now a benchmark in the 1988 Federal Constitution, and which we have been alerting to since the onset of the pandemic. It is in this context that we recognize the Federal Government's initiative in establishing the National Strategy for Connected Schools.
9. The National Strategy for Connected Schools represents a step forward in striving for equity and quality in Brazilian education, aligning with the increasing ubiquity of technology in today's era and society. However, to effectively achieve its goals, it is crucial to ensure significant connectivity, as highlighted in the latest study by Cetic.br[footnoteRef:8]. This study emphasizes the importance of considering not only the availability of internet connection but also its quality, the type of devices used, financial accessibility (including the concept of unrestricted zero-rating beyond private social networks), and the environments in which technology is utilized. [8:  https://cetic.br/pt/publicacao/year-xvi-n-1-the-current-scenario-of-artificial-intelligence-development-in-brazil/] 

10. A critical issue to address is the nature of the usage environments facilitated by this connectivity. There is a need to question whether access is limited to commercial platforms and to encourage exploration of a broader range of resources, including public platforms such as MEC-Red, AVA-MEC, and RNP's Web Conference. This approach should prioritize both pedagogical quality and technological independence.
11. The Ministry of Education (MEC) website portrays a scenario where technological tools are in the hands of teachers and students, but it only offers a glimpse into the modeling of digital integration environments. This approach prompts us to inquire: What specific digital resources reach our school facilities? Moreover, how do these environments take shape to facilitate meaningful use of technology in the educational process? Are schools merely adopting ready-to-use commercial tools and platforms, or will they harness curiosity to explore uncharted waters that harbor open and alternative educational resources, along with open-source solutions?
12. Therefore, it is crucial to consider the pedagogical quality of these resources to ensure they meet the specific needs of each school. Similarly, this perspective implies technological autonomy for schools; that is, educational institutions should not become entirely reliant on providers of digital environments but should be capable of managing their own digital ecosystems. Consequently, the MEC needs to provide detailed information[footnoteRef:9] about the equipment and digital integration environments of schools, along with ensuring effective support for diversification and quality enhancement. This approach will enable genuine digital integration in a pedagogically effective and autonomous manner. [9:  https://www.gov.br/mec/pt-br/escolas-conectadas/ambientes-e-dispositivos] 

13. Another critical issue to consider is the distinction between "Digital Educational Resources" and "Open Educational Resources" (OER), as clarified by Ordinance 451/2018[footnoteRef:10]. While the former encompasses all tools – both free and paid – applications, and digital platforms that can assist teachers and students in the teaching-learning process, OER are open. This means they can be freely used, adapted, and shared by teachers, students, and anyone interested, promoting experimentation, public and free use, collectivity, inclusion, and autonomy. Therefore, they should be encouraged and invested in so that they can be adopted by educators and students. Often, educators are drawn to the convenience of commercial enterprises, inadvertently entering a cycle of dependency that contradicts the principles of liberating education. [10:  https://educacaoconectada.mec.gov.br/images/pdf/portaria_451_16052018.pdf ] 

14. An essential initiative has been the focus on OER within the G20 Brazil 2024 agenda, which we have been monitoring and aim to deepen through our role in co-facilitating the Education and Culture Working Group of the C20.
15. Regarding the broader framework of the MEC strategy, there appears to be a lack of clarity regarding the types of digital resources being implemented in schools. When the MEC itself mentions "resources aligned with the Common National Curriculum Base (BNCC), diversified and of quality"[footnoteRef:11], it does not specify whether these resources are open or closed, which significantly distinguishes them in terms of diversity, accessibility, flexibility, and autonomy of education stakeholders in their interaction with the material. Additionally, despite the assertion that these resources complement analog ones, there is no indication of how such use as a tool rather than the main pedagogical medium will be ensured. [11:  https://www.gov.br/mec/pt-br/escolas-conectadas/recursos-educacionais-digitais ] 

16. Regarding actions against the privatization of education, the Principles of Abidjan[footnoteRef:12] disseminate and compile existing provisions in International Human Rights Law (UN Docs A/HRC/47/L.4/Rev.1, A/78/364, A/HRC/53/27, A/HRC/53/L.10). These principles also provide guidance on how to implement them in the context of the rapid expansion of private sector involvement in education. [12:  https://www.abidjanprinciples.org/explore-the-principles] 

17. In Brazil, 50% of the Abidjan Principles are not enshrined in legislation[footnoteRef:13]. Additionally, according to the Right to Education Index[footnoteRef:14], Brazil faces significant challenges regarding compliance with anticipated legislation, suggesting that while certain aspects of the Abidjan Principles are incorporated into laws, their effective implementation remains a subject for further analysis and research. [13:  https://seer.ufrgs.br/index.php/fineduca/article/view/119737/84883]  [14:  https://rtei.okfn.org/] 

[bookmark: _heading=h.qrjvd5vz0uve]Question 4
18. There is no effective participation of teachers, children, students, and local communities in organized discussion and analysis of educational challenges with the use of technology, fostering greater interaction and paving the way to overcome identified educational difficulties. Additionally, pedagogical and formative processes are not offered to enhance multimedia networked learning communities, underpinned by comprehensive professional development for educators and policies ensuring access, monitoring, and evaluation compatible with these new demands.
[bookmark: _heading=h.kxo5jdj52yhg]Question 8
19. It is also crucial to consider the dangers associated with aligning education with the new context of platformization and artificial intelligence driven by data. Increasing dependencies on automated systems and digital platforms raise concerns about the privacy of student and educational professionals' data, especially when this data is commercialized and processed in data centers outside Brazil, without the users' informed consent or choice. This situation can potentially pose risks to national sovereignty, particularly if companies like Starlink gain access to data points in Amazonian communities, and it jeopardizes personal rights safeguarding.
20. A critical issue related to this concerns the compliance with Brazil's General Data Protection Law (LGPD)[footnoteRef:15] by companies such as Google and Microsoft, which provide many digital services used in schools. Given evidence of non-compliance with the LGPD, questions arise about the Ministry of Education's (MEC) role in ensuring legal adherence and protecting user data on these platforms. It is imperative that the MEC establishes an effective enforcement mechanism to address these issues and safeguard the security and privacy of data within the educational environment. [15:  https://www.planalto.gov.br/ccivil_03/_ato2015-2018/2018/lei/l13709.htm] 

21. A study conducted by the Open Education Initiative on the terms of use and privacy policies of Google for Education and Microsoft 365 for education services in 2020[footnoteRef:16], during the pandemic, and subsequently updated in 2022[footnoteRef:17], revealed that these companies do not comply with Brazil's General Data Protection Law (LGPD). Thus, in our schools, we are dealing with technology companies that fail to adhere to the country's regulations. [16:  https://zenodo.org/record/4005013]  [17:  https://aberta.org.br/pacotes-education-nao-contemplam-lgpd/] 

22. Despite Decree No. 11,713 of September 26, 2023, which establishes the National Strategy for Connected Schools (Enec) and emphasizes the need for coordinated efforts involving various stakeholders, including civil society, to achieve its objectives, it is crucial to question how exactly civil society's participation is formally being incorporated and how its representation is being ensured in the governance process of the strategy. Given the delay of over a year in initiating this dialogue, following numerous official communications, there are concerns regarding this matter.
[bookmark: _heading=h.kcputa2xuy6t]Question 9
23. Thinking about AI in Education means exploring the relationships and impacts of hegemonic power on the development, deployment, adoption, use, acceptance, financing, commodification, policy, regulation and attitudes associated with AI, both in general and in the context of education. 
24. Existing hegemonic power, which broadly includes linguistic, cultural, gender, racial, class, political, economic, social, geopolitical systems and structures - and other ascending systems and structures at local, regional, national and global levels - is consolidating through AI applications now widely "usable" by the lay public.
25. Recently, the concept of "algorithmic literacy" has emerged in media education to appear critical. However, this is merely a superficial discussion, as it places the burden on the algorithm rather than on its developers. This approach entirely removes the power structures and surveillance capitalism from the conversation.
26. Education must not remain isolated from contemporary innovations and discussions. As a gateway to accessing other rights and a pillar for sustainable socio-environmental development and social justice, education must actively participate in cross-sector sustainable development discussions. The development of education, science, technology, and innovation is crucial, ensuring access, regulation, data protection, critical training, and socio-environmental management of communication and information technologies. Implementing critical media education programs is urgently needed to educate and empower educators, students, and other professionals, especially those in vulnerable situations. This effort aims to develop open educational resources (OER) that respect copyright laws, and to create public tools, methodologies, problem-solving skills, content creation, communication, collaboration, and digital social media security.
27. An avenue worth exploring, alongside existing technologies, involves establishing public platforms facilitated by a consortium of universities, public basic education institutions, and academic, union, and student organizations. These platforms aim to support and mobilize educational and formative projects, solidifying teaching and learning practices through freely accessible, public, and cost-free educational technologies. Equitable access to high-speed broadband for students and educational professionals is crucial to facilitate digital rights nationwide. It is essential to recognize that technology is more than just devices or artifacts; it represents a network of relationships between humans, machines, and their various contexts and interconnections.
28. Technology introduces new contexts and realities that educators and policymakers must consider. Currently, education often views digital culture as if we were still in the Web 2.0 era, which emphasized democratizing communication and information through widespread internet adoption and initiatives like Creative Commons licenses. However, today's digital landscape requires users to accept terms of use and privacy policies to access content, marking the end of truly free access. Artificial intelligence is often misunderstood as a single technology, but it actually encompasses various technologies integral to daily life. The development of generative AI, such as Chat GPT, was preceded by milestones like Wikipedia. Our online behavior now forms information patterns, with most actions mediated by private platforms.
29. In education, technology is often seen as external innovation, narrowing its role to a mere tool for teaching content. This perspective limits students' and teachers' understanding of the broader contexts of technology. For instance, The Economist's[footnoteRef:18] 2022 cover story on Yale's Foundation Models, the transformative models introduced in 2017, highlighted their revolutionary impact. These models are foundational for developing probabilistic AI and are expected to grow in significance. [18:    https://www.economist.com/weeklyedition/2022-06-11] 

30. When new technologies like Chat GPT emerge, educational policies often focus on integrating them into schools competitively, evaluating their innovative use by teachers and the speed of adaptation by schools.
31. The term "platformization" describes how human life, economic flows, and social interactions are shaped by a global ecosystem of online platforms driven by algorithms and vast databases, leading to the phenomenon of datafication[footnoteRef:19]. This privatization impacts education, as using any online tool requires accepting the terms and conditions of a private company. This issue was overlooked in public sector educational policy development. [19:  https://cgi.br/publicacoes/indice/] 

32. Accessing the internet involves multiple layers, including transport (cables, satellites, radio), networks, providers, and software, as well as data centers, which are physical facilities. Despite the term "cloud," these structures consume significant energy, emit carbon dioxide, and cause pollution[footnoteRef:20]. This aspect is rarely addressed in educational projects or in initiatives to expand teachers' knowledge. [20:  https://www.cartografiasdainternet.org/] 

33. It is crucial to understand the underlying aspects of technology rather than just focusing on its use in education. While cell phones can be incorporated into educational initiatives, they should not be the sole tool due to the limitations on educational activities they can support. Since the COVID-19 pandemic, many startups and small private tech firms have developed educational apps for platforms like WhatsApp, leveraging the widespread use of cell phones among children and adolescents. However, these apps are often tied to major corporations dominating the digital market, leading to a renewed form of digital colonization. 
34. A misguided view of innovation suggests that monitoring student engagement through metrics like connection time, screen activity, and answer patterns is essential for understanding students. Tools like prompt design align with market competitiveness, implying that schools should adapt to corporate needs. Additionally, there is a misconception that using digital skills without regard for data capture for commercial purposes is beneficial, focusing more on whether students are using a particular tool or technology and if the lesson content is delivered in an engaging and motivating way.
35. Beyond using technology as a pedagogical practice, another significant issue is the implementation of facial recognition for school access, without any regulatory policy, despite international controversies over the effectiveness of this technology. InternetLab conducted a study last year on 15 policies in progress in Brazil regarding facial recognition. The purported benefits of this technology include optimizing school management, combating truancy, and enhancing security[footnoteRef:21]. Yet, once again, technology is seen as a means to innovate education and improve the management of something that is a fundamental right. [21:  https://internetlab.org.br/pt/noticias/em-novo-relatorio-internetlab-mapeia-o-uso-de-reconhecimento-facial-em-escolas-publicas-brasileiras/] 

36. It is insufficient to merely consider whether technology should be used in education; this is no longer a question. Instead, we must focus on governance that guarantees rights, critically evaluating which technologies to use and the reasons for their use.
37. The involvement of civil society should not be limited to a consultative role but should be an integral and active part of the decision-making process, contributing diverse perspectives and ensuring that the community's interests and needs are properly represented and considered. In addition to the National Strategy for Connected Schools (Enec), we have been monitoring other related laws and policies such as the Innovation Education Connected Program (2021), the National Policy for Digital Education (2023), and the ongoing development of the Brazilian Media Education Strategy. We recognize that all these initiatives are interconnected in their conception and implementation.
38. Thus, while the National Strategy for Connected Schools represents a significant advancement, it is critical to critically address these aspects to ensure that the integration of technology into Brazilian education is done responsibly, safely, and in line with principles of equity and human rights protection.
39. Debates on implementing AI in education should focus on the right to free, quality public education and state commitments under international human rights law and Sustainable Development Goal 4. AI should enhance the right to education where it offers significant added value. It's crucial to understand the profit-driven agendas of digital technology lobbyists and companies. Additionally, AI should not increase inequalities or benefit only privileged groups, nor should it violate other human rights, particularly the right to privacy.
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