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Contributions for Questions 6, 9 and 10
6. Please provide examples of existing professional development programmes for teachers to use AI technologies. What training and support are provided to educators to effectively utilize AI tools in their daily work?

Introduction to the Programme 
The ASEF Classroom Network Project (ASEFClassNet) organised by the Asia-Europe Foundation (ASEF), is a flagship project supporting and empowering teachers, school leaders, trainee teachers in the secondary and vocational education sector in 51 countries in Asia and Europe. 
The project was funded in 1998 and for over two decades, it has been providing capacity-building opportunities to secondary and vocational school teachers. Through collaborative teaching and learning, it is a peer-to-peer platform to explore the potential of cutting-edge Education Technology tools and the integration of Education for Sustainable Development (ESD) in secondary, high, and vocational schools in Asia and Europe. Since its inception, more than 2,200 teachers from Asia and Europe have participated in various activities and become members of the ASEF Classroom Network. As a result, more than 35,000 students have been engaged in over 430 Asia-Europe School Collaborations and local spin-off activities. Learn more about the project series here. 
Since 2019, the project has been significantly focusing on Artificial Intelligence and Education (AI&ED) to provide training and capacity building for teachers. They Key projects that focused on AI&ED are:
1. ASEFClassNet15 Project on “Education for Sustainable Development (ESD) and AI: The Role and Readiness of Teachers” | Past project, took place between September – November 2019 | Hybrid format – virtual & onsite in Tokyo, Japan | Learn more about the project: here
2. ASEFClassNet16 Project on “Leading Change: Digital Transformation of Education in the Era of AI” | Past project, took place between June – December 2023 | Hybrid format – virtual & in Ljubljana, Slovenia | Learn more about the overall project: here & here
3. ASEFClassNet17 Project on “Learning about AI and Learning with AI” | Ongoing between April – November 2024 | Hybrid format – virtual & onsite in Manila Philippines | Learn more about the overall project: here
4. ASEFClassNet18 project “Effective, Inclusive and Ethical Artificial Intelligence in Education (AIED) Design” (upcoming in 2025) | Hybrid format [project weblink, time, date & onsite location: tba]

Training and support are provided to educators to effectively utilize AI tools 
These projects emphasis the integration of AI technologies in education while also ensuring that their use aligns with human rights principles to advance the right to education particularly related to participation, inclusion, transparency, sustainability, accountability, and empowerment. 
ASEFClassNet’s capacity building projects are designed with 3 key elements to empower and enable participants to learn first, validate their learning through peer-to-peer knowledge exchange and sharing, then finally take action based on their learning to advance education innovation with AI towards the right direction. 
The 3 key elements are:
· Self-Learning: Participants learn from and interact with experts on the thematic/technical areas to build relevant knowledge on the project themes to improve their knowledge and understanding. They take part in self-reflective exercises on the lessons learned from thematic and/or technical sessions to further improve their understanding of AI and Education (AI&ED)

· Team Learning: Based on the knowledge participants build during their self-learning, they exchange ideas and critically reflect on the topic during team discussions that allow them to validate their learning. 

· Action Learning: It is essential that our participants actively apply the knowledge acquired in the preceding phases. Therefore, in this Action Learning phase participating teachers design an Innovative Teaching Practice (ITP) in a collaborative setting through in an Asia-Europe pair/team. Since the ITP element was introduced in 2022, ASEFClassNet participants have created over 70 ITPs. Promoting human rights in the context of AI and Education (AI&ED) necessitates that teachers not only gain knowledge and awareness but also actively apply this knowledge. By designing and implementing an ITP based on their AI&ED training, ASEFClassNet teacher participants can leverage AI tools in education more effectively, taking ownership education innovation in their own classrooms. During the ASEFClassNet project's capacity-building training, teachers are encouraged to reflect on their teaching and learning challenges and develop holistic solutions aimed at improving educational outcomes for all students. This approach aligns with the human right to education, empowering teachers to be proactive decision-makers in their classrooms and ensuring that educational innovations are relevant and impactful. All in all, by providing teachers with the opportunity to design and implement an ITP, the project empowers them to shape the future of education, upholding the human right to education and fostering an environment where knowledge and innovation thrive


9. What are the main challenges encountered during the implementation of AI in education? Have there been any technical, ethical, financial, or regulatory hurdles in deploying AI solutions in the educational context? 

Based on our experience and observation throughout the projects implemented since 2019, working with educators and education leaders from across 50 Asian and European countries, we observed that implementing AI in education comes with a range of challenges that need to be addressed to ensure its effective and ethical use. The below responses are based on these observations, and on our ASEFClassNet16 teacher survey report on “Asian and European Teachers’ Perspectives on AI and Education (2023, available here: link):  
Technical Challenges: Our participants come from 50 Asian and European countries with diverse background. The key technical challenge that our participants have encountered can be described as:
· Level of Internet Access: In the ASEFClassNet16 teacher survey we conducted in 2023, the respondents were asked about the level of Internet access in their institution. While almost all the respondents’ institution had a workable level of Internet access [basic (n=33, ~10%), medium (n=106, ~32%), and high (n=191, ~58%)], only 58% had high level of internet access. This shows the different level of issues when it comes to integrating AI tools with existing educational technologies, especially in institutions with weak digital infrastructure.

· Hardware and Software Tools: In addition to reliable internet access, adequate hardware and software tools are essential for implementing AI solutions. In countries with limited technological infrastructure and internet, schools may struggle to deploy and maintain AI tools, worsening existing inequalities.

· Lack of Digital & AI Literacy: Lack of educators with strong digital & AI literacy can also contribute to the technical challenges of rightly integrating the effective and relevant AIED tools in education institutions. In the ASEFClassNet16 teacher survey, participants were asked to name any AI-enabled tools they had used in their teaching. Only about one-third of respondents (n=114, ~35%) could name a tool, and not all of these were truly AI-enabled. The remaining two-thirds (n=216, ~65%) did not name any tools. This lack of understanding regarding effective, ethical, and safe AIED tools presents a significant barrier to ensuring the right to education. There is a risk that teachers might opt for AIED tools popularised by the commercial sector, which may lack sufficient evidence of their impact on learning outcomes.
Ethical Challenges: Some of the key ethical challenges our participants face that can undermine human rights can arise from:
· Biase: AI algorithms can inadvertently perpetuate or amplify biases present in the training data. This can lead to unfair treatment of students based on their background, reinforcing existing inequalities rather than alleviating them. 

· Privacy & Security: The use of AI in education involves collecting and analysing large amounts of student data (as highlighted by various EdTech companies), raising concerns about privacy and data security. Ensuring that sensitive information is protected and used ethically is crucial

· Transparency & accountability: Ensuring transparency and holding AI driven education technology systems owners and designers accountable is critical to maintaining trust among relevant users such as teachers, students, and parents. 

· Lack of AI&ED Awareness: One of the key ethical challenges can be educators moving away from the actual purpose of education due to lack of awareness about what is right and what is relevant when it comes to AI&ED. When it comes to what is needed for using AIED tools safely, respondents of our survey on AI&ED highlighted that Schools should prioritise AI literacy among teachers, providing them with the necessary awareness, knowledge and skills to understand how AI works and its ethics and impact on education to make informed decisions about the use of AI in classrooms.

Financial Challenges: Financial challenges can vary from country to country, regardless, challenges under this category when it comes to using AI in education can be:
· High cost of AIED tools: Developing, purchasing, and maintaining AI technologies can be expensive. Many educational institutions, particularly in low-income areas, may lack the financial resources to invest in these advanced tools. 

· Cost for Teacher Training: In the same survey we conducted in 2023, respondents were asked how knowledgeable they were about AI-enabled tools designed to support teaching and/or learning, on a scale from 0 (not knowledgeable at all) to 5 (very knowledgeable). While around a half of respondents chose the middle option (i.e., 2 or 3: n=90, ~55%), around one in five chose the two lower knowledgeable options (i.e., 0 or 1: n=60, ~18%), and almost a third chose the two more knowledgeable options (i.e., 4 or 5: n=90, ~28%). We asked the respondents how they achieved their level of knowledge about AI-enabled tools designed to support teaching and/or learning. More than two thirds reported that their knowledge was self-taught (n=226, ~68%), while one in five reported that they had received some kind of professional development (n=67, ~20%), and one in ten learned in some other way (e.g., through webinars) (n=37, ~11%). When we asked respondents to name any AI-enabled tools that they had used in their teaching, only one third of respondents named a tool (n=114, ~35%), not all of which were AI-enabled tools, while two thirds did not name any tool at all (n=216, ~65%).This findings show that currently there is a great need for raising awareness about AI&ED and training professionals about using AIED tools. Educators/teachers must need training to effectively use AI tools in their teaching. It requires providing ongoing professional development opportunities (and could be achieved by means of professional development for teachers (e.g., training programs, workshops, and courses) to teachers, which could also be very expensive. 

Regulatory Challenges: While we cannot comment on regulatory challenges at the state level as we do not directly influence or target government policies as part of our programme, we can, however, highlight regulatory challenges at institutional level. Our participants often raised the questions about lack of guidelines by schools both for teachers and students when it comes to using AIED tools. In our survey, we asked respondents what initiatives their schools should carry out to prepare teachers about AI. Some of the key insights we have gathered on regulatory challenges at school/institutional level on are: 

· Schools should implement a clear policy and provide guidance to ensure that the use of AI safeguards students;
· Schools should have policy/guidance in place to recognise and reward teachers who incorporate AI technology into their teaching practices (e.g., awards, bonuses, and opportunities for professional growth);
· Schools should integrate AI concepts across the curriculum, integrating AI concepts into existing subjects, to ensure that students also develop AI literacy;
· Schools could establish community partnerships, with local businesses and universities, to provide teachers with access to AI technologies and expertise;
· Schools need to recognise that AI technologies evolve rapidly, and so should provide continuous learning opportunities for teachers to stay up to date.

10. Are there any specific areas within education where you see significant potential for AI integration in the future?

Based on our experience of working with our participants who are teachers, trainee teachers, school leaders, teacher trainers, academics, and researchers from across 50 Asian and European countries, these are the specific areas within education where we see significant potential for AI integration in the future:
· Innovating Learning Environment: Through use of various types of AIED tools in an inclusive, effective and ethical way, educators can make learning more interesting and memorable for their students. 
· Innovating Assessment Process: Our participants also highlight the need for improving assessment processes and making relevant types of assessment more automated so that teachers have more time to interact with their students and focus on their overall development. 
· Language Learning: Our participants, who teach various languages, demonstrated that AI-driven tools can provide personalised lessons tailored to each user's proficiency level. By offering instant feedback on pronunciation, grammar, and vocabulary, AI enhances the efficiency and effectiveness of language acquisition. These tools are invaluable for both classroom instruction and self-directed learning. 
· Inclusive Education: Our participants think that AI can play a critical role in making education more inclusive. For example, by helping visually impaired students by describing their surroundings, reading text aloud, and real-time transcription services for hearing-impaired students, ensuring that all learners have equal access to educational resources. 

· Enhanced Student Engagement & Collaboration: With help of AI-powered education technologies that focuses on collaboration and creativity, our participants believe that use of AI can enhance students’ engagement in classrooms. They also think, collaborative and engaging teaching approaches through appropriate AIED tools can make learning more exciting and memorable. 
Through the ASEFClassNet projects, our participants are empowered to harness the usefulness of relevant AIED tools in the right and meaningful ways. By raising awareness of AI integration in education and building pedagogical capacities, our initiatives are preparing both teachers and education leaders across Asia and Europe for the future of education, ensuring that technology serves to enhance the right to education for all.
Concluding Note: Currently, we are in the midst of publishing another survey report on “Asian and European Teachers Views on Learning about AI and Learning with AI (working title).” If interested, the United Nations Special Rapporteur on the right to education, Ms. Farida Shaheed, can reach out to Ms Jyoti Rahaman (email: jyoti.rahaman@asef.org) to learn more about the results of the ASEFClassNet17 Survey report. The report is planned to be published publicly on the Asia-Europe Foundation’s website in last quarter of 2024. 

Annexes:
1. ASEFClassNet15: Concept Note (attached in email) & Webpage (link)
2. ASEFClassNet16: Concept Note (attached in email) & Webpage (link)
3. ASEFClassNet17: Concept Note (attached in email) & Webpage (link)



