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Introduction
Education is taken as a human right in Zimbabwe. After attaining independence in 1980, the government pursued the Education for All policy. This was a well-funded and well-implemented policy culminating in Zimbabwe being the second most literate country in Africa in 2000. In university education, the government established the Zimbabwe Open University (ZOU) as an open and distance teaching university. The main reason was to ensure that all those in remote areas could access education at their doorsteps. Open and distance teaching by nature uses technologies to reach its students across the length and breadth of the country. ZOU integrates educational technology into its curricula. In this respect, technology is used as a tool to promote access to education. One new development in this regard is the use of artificial intelligence.

Q1 How AI tools and systems including generative AI are used in education processes and related decision-making.

Some AI tools are being used in the Zimbabwe Open University. For example, the AI Teaching Assistant Pro from Contact North Nord. This is used to create and supplement content. Tutors in ZOU can use the AI-powered platforms, to curate a range of educational resources. They use generative AI to create assessments, lessons, and prompts for discussions, activities, and presentations among others.
While considerable progress has been made. Many of the teachers still face challenges related to the availability of the tools, the skills and competencies needed to use those tools, the technologies required for them to benefit from the tools, and the connectivity challenges.
Specific evidence of the known impact of AI tools
· The use of AI tools by students when writing assignments
· The use of virtual tutors by students when they learn new concepts.
· Data-driven insights in the Zimbabwe Open University
· Learning analytics that informs decision-making
· Students in the Mathematics department of Zou reported a marked improvement in their computational thinking skills.
· Students in the Faculty of Commerce reported that AI has fostered student engagement and a deeper understanding
· Teachers in the Faculty of Education reported the issue of cost-effectiveness. They pointed out that they use AI for scheduling purposes, grading assignments, and data management among others.
· The ICT team reported cooperation between AI and the tutors. While AI systems helped to undertake assessment, tutoring, and providing real-time feedback, teachers provided deeper engagement, deeper explanations, individualized guidance, and interpretations among others.
However, there are genuine concerns regarding data privacy. There are also concerns to do with potential biases in AI algorithms. Further, the issue of inclusivity and diversity was also mentioned as lacking. They pointed out that AI is in some instances biased because it cannot guarantee an inclusive and diverse curriculum.
How AI affects learners with special learning needs
Learners with special learning needs use advanced assistive technologies. These technologies empower learners with learning disabilities to unlock their capabilities. However, because of the costs associated with the assistive technologies, Zou can not afford to buy them.
There are plans in place by the Center for Teaching and Learning to use Intelligent Tutoring Systems. These will be able to adapt to the learning style and pace of each learner. For now, these are just plans. The funding is a different ball game altogether.
How AI affects learners with different linguistic and cultural backgrounds.
Students in ZOU who are users that come from diverse cultures, when interacting with AI tools, feel misunderstood. This leads them to experience AI tools as less useful and insensitive to cultural diversity.
Our students reported that AI tools are not culturally sensitive because they fail to fully grasp the subjective cultural practice and cultural experiences that shape diverse worldviews. Some of our learners accused AI tools of what they called reinforcement of the existing biases and stereotypes. This results from the misrepresentation of cultures. 
How AI affects women and girls
It is the access to technology that is the main bone of contention. There are marked disparities in access to technologies that promote AI use in education. Gender bias to access to technology is there. From these disparities, students at the Zimbabwe Open University complained of the perpetuation of the existing inequalities, biases, inequities, and discrimination.
Some of our students complained about what they called the “weaponization of AI tools and technologies”. They gave real examples of where media can be manipulated to depict women and girls in falsified compromising situations. In this case, there is a danger that AI technologies may further stoke social tensions by worsening the already existing inequalities.

AI and access to education for the marginalized and the underserved.
Both tutors and students of the Zimbabwe Open University agreed that AI has dismantled geographic barriers in education. They pointed to universal access to quality educational resources irrespective of location. They pointed at the students from remote areas who are now able to connect with global educational content. Another good example is that of student farmers who said they detected armyworm outbreaks early using technologies.
Marginalized groups in this study complained that AI-powered and algorithmically driven tools are biased. They gave a good example of the use of the predictive policing AI-powered predictive tools. To them, these are historically biased because they perpetuate existing over-policing of marginalized groups.

AI and the human interaction between teachers and students

In the Zimbabwe Open University, the AI age has led to a more pronounced and effective connection between learners and their tutors. Some good examples include the provision of improved communication between tutors and students, enhanced personalized learning experiences, and enabling the tutors to shift to a more mentor-focused role.
The use of predictive analytics is also a case in point. This has provided teachers with valuable insights that facilitated the provision of the early identification of at-risk students and personalized intervention strategies. In ZOU, this has played an important role in determining learner success. We also observed that increasing positive interactions have improved the classroom climate as well as student outcomes.
While both tutors and students enjoy the benefits of using AI, we also discovered that teachers provide moral guidance, humane empathy, and a deep understanding of their learners’ needs. However, no algorithm can replicate these personal services from the teacher. This is the reason why we have decided to separate roles. For example, AI can continue with its unparalleled analytical role while the teacher continues to encourage learners to take risks, engage, and develop a love for learning. There are irreplaceable human interactions that should continue to be nurtured. Teachers continue to focus on personalizing learning and promoting human interactions. On the other hand, this amplifies their ability to foster a supportive and engaging teaching and learning environment.
Teachers’ and students’ human rights, privacy, safety, engagement, and critical thinking.
In the ZOU, artificial intelligence has impacted on privacy rights of both learners and tutors. For example, in a University, AI systems generate vast amounts of personal data that is collected, processed, and used. When this data falls into the wrong hands the danger is always there that it can be used for nefarious purposes. Some notable nefarious purposes include cyberbullying and identity theft. We thus, call upon our staff and students to use AI responsibly and promote data protection, privacy, equality, and non-discrimination. We also want them to ensure confidentiality. This means keeping the data confidential and sharing it responsibly.

Perpetuation of stereotypes and inequalities

In the Zimbabwe Open University, the AI algorithms in and of themselves do not, in any way create biases. However, they have the power to perpetuate cultural prejudices and societal inequities. For example, many of our students and even staff lack access to data. We also have those that are historically excluded. The danger of AI in the ZOU is that of reinforcing and perpetuating societal inequalities that include race, ethnicity, gender, and region among others.

Regulations concerning the use of AI in education
Zimbabwe has what is called the National ICT Policy for Zimbabwe. It was launched by His Excellency the President in March 2024. The policies specific to AI are still under development according to the Minister of ICT who, on 9 April 2024, said: “Zimbabwe is developing the Artificial Intelligence (AI) policy.” Institutional policies will be guided by the national policy.

Examples of the participation of teachers, students, and parents in developing ICT policies
Universities in Zimbabwe led by the Bindura University of Science Education convened a meeting in April 2024 to chat about the way forward in regulating the responsible use of AI in educational institutions. Teachers were represented. However, parents and their children were not part of this workshop.

Professional development in AI
Many universities offer in-house training in AI. There are also private players. For example, there is an Artificial Intelligence Expert Training in Zimbabwe that is being provided by Unichrone using live online methods and also in-classroom methods of training. They use certified trainers to provide their insights on AI to participants.

Challenges encountered in implementing AI
 A major challenge in the Zimbabwe Open University is that of ensuring that AI does not replace teachers. We are striving to ensure that AI in the context of the ZOU, is used as a tool that supports teachers and not as a substitute for them. We believe that the role of the teacher is indispensable. We also believe that teachers are crucial in shaping the minds and lives of learners. In this regard, AI should not take the crucial role of teachers away from them. As an institution, we are also grappling with challenges with a lack of data privacy and security regarding the responsible use of AI systems. We also need maximum protection from data breaches and cyber-attacks. Many of our users do not have access to technology and access to data. This presents challenges to do with equity, equality, and inclusivity.
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