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Our contributions are related to Question 2a 
2. Please provide specific evidence of the known impact of AI tools and systems on learners and teachers and on education systems in general, both positive and negative and explain how the impact is monitored. For example, how does the use of AI affect:
a. persons with special learning needs, learners with different linguistic and cultural backgrounds, women and girls;

Our response: 
Artificial Intelligence (AI) has the potential to level the playing field for disabled students and international students if educational institutions put the correct support in place. 

AI based technologies to transcribe lectures (in real time or asynchronously), to translate content (for second language learners) and to support generation of text address key learning challenges for disabled students (especially those with dyslexia or anxiety related learning disabilities) and international students where they are studying in a second language.

However, lack of clarity in institutional policies and staff fears and lack of confidence in their understanding of the technologies creates an environment in which the potential benefits may not be realized.

We suggest that to ensure the benefits institutions need to acknowledge the potential for disadvantaged students, define clearer policies and offer more support, and raise critical and reflective AI literacies.

In our response to question 2a for the Special Rapporteur on the Right to Education, we are offering insights based on our empirical research on AI in higher education, including a generative AI literacy framework we have developed (Zhao, Cox, & Cai, 2024). 

Benefits of AI to disabled students and international students
AI systems offer many benefits for disabled students and international students. These benefits come not just from generative AI but many other types of AI-based services:
· Generative AI that offers multiple functionalities (e.g., ChatGPT, Gemini, Co-pilot).
· Rewriting technologies (e.g., GrammarlyGo, Quillbot, Wordtune) and grammar checkers (e.g., Grammarly)
· Translation and transcription services (e.g., Otter AI, Google Translate).

Our studies suggest that students use these technologies creatively, with a trend of shifting away from combining multiple, separate technologies to relying on a single general generative AI service, usually, ChatGPT (Zhao, Cox, Cai, 2024). 

In particular, both disabled and international students use generative AI in the following ways to address tasks that they find more challenging than their peers:
· Understanding concepts
· Understanding assignments and rubrics
· Brainstorming ideas
· Structuring assignments
· Summarizing literature
· Translating learning content
· Improving word choice
· Proofreading and editing

One of our studies shows that disabled students (e.g., those with ADHD, specific learning difficulties such as dyslexia and dyspraxia, or social/communication impairments such as autism spectrum conditions) often struggle with the writing process and could benefit significantly from AI.

International students who are studying in a second language benefit from simultaneous translation and transcription during real-time lectures. AI assists in translating academic literature. AI is being used to overcome many of the challenges in writing. Students experience the use as increasing their work efficiency and that it reduces anxiety and mental blocks during learning (Zhao, Xu, Cox, 2024). 

They are also strongly motivated to learn about AI because of its importance to their future employability, and because they find it exciting.

Controversy around generative AI in education
However, the use of AI in higher education is deeply controversial. One challenge is that the support these technologies offer can sometimes undermine essential learning processes such as note-taking or close reading. If students do not take a reflective approach to the learning, they may not realise the cost. They are seen to threaten critical thinking and prevent students from developing their own voice in writing. Moreover, frequent use of these technologies can lead to feelings of dependence. 

Students recognise the risk that using AI can also lead to unfair means, and themselves do not want other students to gain an advantage by doing so.

In addition, there are many ethical and societal impacts of the technologies as developed by Big Tech companies that students should have awareness of before opting to use them. These include: hidden biases, extractive data practices, exploitative labour relations and job displacement, environmental impacts and other resource demands. We should not see these technologies merely as “tools” or even “free tool”. They are part of potentially exploitative global systems. It is important for educational use of the technologies to be ethical and responsible, informed by understanding of its wider societal implications.

The dilemma
Our research shows that disabled students and international students are finding creative ways to use AI to overcome barriers to their learning. Yet our research also shows that students are unsure where the boundary lies between uses that support learning and cheating (Zhao, Cox, Cai, 2024). 

Staff are suspicious that some students use the technologies to breach academic integrity. They are themselves not well informed about the technologies but are already under many pressures of time. 

There is a risk that this descends into a sterile blocking of use of technologies that actually have the potential to increase access to learning for groups who are at a disadvantage in learning. 

There is no easy solution to this dilemma because currently there is no technical way to identify how technology has been used in the learning process and it is hard to define clear policies that specify with precision which tasks AI tools can be used for in any context.

Our recommendations 

Nevertheless, useful action can be undertaken:
1) Institutions should recognise the potential of AI technologies to provide greater access to learning for disabled students and international students. More research is needed to discover the best way for institutions to support this.
2) Institutions should define appropriate uses of AI in relation to specific learning tasks and assessments and offer training in how to use AI appropriately in each context. Students could usefully be involved in the policy making process.
3) Institutions should support AI literacy that maximizes the beneficial uses, e.g., conveys essential understanding of prompt design.
4) Institutions should promote reflective AI literacy that prompts students to reflect on how their use of AI in all its forms is impacting their learning.
5) Institutions should raise awareness about the ethical and societal impacts of different forms of AI technology to build informed user communities who understand the responsible use of AI. 

The model of generative AI literacy developed in Zhao, Cox and Cai (2024) https://www.nature.com/articles/s41599-024-02904-x.pdf offers a framework for this learning.
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