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1. Examples of regulations, legislation, and policies that address the use of Artificial Intelligence (AI) in education: The European Union and the Council of Europe–question three. 
The European Union (EU) aims to steer emergent technology toward fundamental rights, democracy, and the rule of law through a rights-driven regulatory model (Bradford, 2023). The EU Artificial Intelligence Act (EU AI Act) is a key element of the EU policy to "foster the development and uptake across the single market of safe and lawful AI that respect fundamental rights" (Council of the European Union, 2024, para. 15). This landmark legislation adopts a risk-based approach to categorize AI systems. Educational and vocational training is a high-risk AI system, as set in Annex 3. High-risk AI systems related to education encompass AI for admissions, AI for evaluation, AI for assessment, and AI for proctoring in Annex 3, point 3 (a-d) of the EU AI Act. Before an AI system enters the market or is used in the EU, providers must ensure that AI systems comply with the following requirements: Risk assessment and mitigation systems, high-quality datasets feeding the system to minimize risks and discriminatory outcomes, logging of activity to ensure traceability of results, detailed documentation providing all information necessary on the systems and its purpose to assess its compliance, clear and adequate information to the deployer, human right oversight measures to minimize risk, and high level of robustness, security and accuracy as set in Chapter 3. Private operators providing public services, such as education, and bodies governed by public law, such as schools, will likely fall under the group of operators that need to conduct fundamental rights impact assessments prior to deployment and must notify the market surveillance authority of the results of the assessments (See Recital 58(f) in the EU AI Act) as set in Article 29(a) of the EU AI Act (Waem et al., 2024). This legislation also bans AI systems from inferring emotions in sensitive environments used in the workplace and educational institutions, with the exception of medical or safety context, and AI systems that target individuals or groups based on age, disability, or socio-economic status to distort behavior in harmful ways. Even though the use of remote biometric identification in publicly accessible spaces for law enforcement purposes is, in principle, prohibited, exceptions are strictly defined, such as when necessary to search for a missing child (European Commission, 2024). Furthermore, the EU AI Act emphasizes the applicability of existing EU law on privacy and data protection and the Digital Service Act in Article 2(5)(7).  

2. The Council of Europe adopted the first international Treaty on Artificial Intelligence (CAI) on May 17, 2024: The Council of Europe Framework Convention on Artificial Intelligence and Human Rights, Democracy and the Rule of Law. The treaty sets out to protect human rights, the rule of law, and democracy and is open to non-European countries, establishing a legal framework that covers the entire lifecycle of AI systems. The EU member states have participated in the draft of the CAI, and the treaty will be opened for signatures in Vilnius on September 5, 2024. CAI and the EU AI Act define general obligations and principles to regulate AI systems; however, they are not designed to address specific sectoral risks or include frameworks to govern the concerns in educational settings (Council of Europe, 2023b). In September 2023, the Standing Conference of Ministers of Education in Strasbourg agreed to develop "a legal instrument to regulate the use of AI systems in education to promote and to protect human rights, democracy and the rule of law" (Council of Europe, 2023a, p. 10) and "a Committee of Ministers recommendation to ensure that teaching and learning about AI incorporates the impact of AI on human rights, democracy and the rule of law and prioritizes the active participation and agency of teachers and learners'' (Council of Europe, 2023a, p.10). According to Villano Qiriazi, Head of the Education Department at the Council of Europe, some of the key elements that these instruments will include are related to the right to education and its implication when AI is used in education, the protection of the best interests of the children and learners, the protection of children's rights and future flourishing related to the cognitive and personal development of all children, the protection and development of integrity in higher education, and finally protection of school infrastructure (UNESCO, 2023). The Committee of Ministers appointed a Steering Committee for Education to prepare the sectorial legal instrument and the set of recommendations for education. The Council of Europe Artificial Intelligence and Education expert group is currently developing a policy toolbox to facilitate teaching and learning with and about AI and to provide a roadmap for policymakers focusing on three main domains, namely, governance, competencies, and education (Council of Europe, 2023; Council of Europe, 2024). 

3. At a normative level, primary education is compulsory and free to every child, as set in Article 28 of the United Nations Convention on the Rights of the Child (UNCRC). Therefore, most children living in the signatory countries of the UNCRC must attend primary school. Although the EU is not a party to the UNCRC, the treaty has been ratified by all EU member states and neighboring countries (United Nations, n.d.; Charisi et al., 2022). Article 24 of the EU Charter enshrines the commitment to the Member States to guarantee children's rights. Livingstone et al. (2023), in their report 'Realizing children's rights in the digital age: The role of digital skills,' provides a useful overview of 'Relating international and European rights to the 11 children's rights principles' (see Annex 3 in Livingstone et al., 2023); a Digital Futures Commission's taxonomy has developed 'Child Rights by design principles' (Digital Futures Commission, n.d.). The principle of development encompasses, among others, the right to education and the provisions related to digital literacy (Livingstone et al., 2023). The right to education is enshrined in Article 28 of the UNCRC, paragraphs 99-103 of General Comment No. 25 on children's rights in relation to the digital environment (General Comment No. 25), article 14 of the EU Charter of Fundamental Rights, and recognized in the thematic area 2.3 of the Strategy on the rights of the child, European Strategy for a Better Internet for Kids (BIK+), and the European Declaration on Digital Rights and Principles. Provisions related to digital literacy in relation to the right to education can be found in paragraphs 104-5 of General Comment No. 25, thematic areas 5 of the Strategy on the Rights of the Child, pillar 2 of the BIK+, and chapter 5, para. 22a, and chapter 2, particularly para. 4b and 4d of the European Declaration on Digital Rights and Principles.  

4. The UNCRC includes rights and principles that must be upheld in the digital environment, particularly in relation to information and communication technologies (ICTs), including explicit mention of AI in paragraph 2 of the General Comment No. 25. With the growing presence of ICTs in children's lives, the Committee on the Rights of the Child explains how children's rights must be upheld in the digital environment in the General Comment No. 25. In relation to the right to education, paragraphs 104-5 of General Comment No. 25 address digital literacy. This Comment in paragraph 104 also emphasizes that "State parties should ensure digital literacy is taught in schools as part of basic education curricula.” In this context, Livingstone et al. (2023) argue that the UNCRC's right to education currently encompasses "the right to education about the digital environment (i.e., digital skills as a valuable outcome in their own right) as well as gaining digital skills as a means to an end (i.e., by facilitating access to e-learning resources and other opportunities to learn)" (p. 38). With the advent of AI-based systems employed in education, AI has become essential in contemporary learning, such as reading, writing, and arithmetic (Zhang et al., 2023). AI literacy in curricula will help students develop a foundational understanding of AI that will impact the later stages of their education and professional lives (UNICEF & Ministry of Foreign Affairs of Finland, 2021b; Walter, 2024). These efforts to include AI literacy in curricula for children and young people to realize their rights must be complementary to effective policies and regulations to govern risks and establish guardrails to ensure children's safety while promoting their agency (Hasse et al., 2019; Chatzinikolaou et al., 2023). 

5. Digital and AI literacy has recently been recognized in hard-law instruments, such as in Article Four of the EU AI Act and Article Twenty of the CAI. Private and public entities are currently facing the task of "translating abstract legal requirements, emerging best practices, and technical standards into real-use cases" (Gasser, 2024, para. 21). To effectively achieve this goal, AI-governance initiatives should invest in enhancing implementation capacity by improving AI literacy and providing technical assistance, which will have a significant impact on education systems (Gasser, 2024). AI and digital literacy are essential for helping children understand how AI will impact their rights and for establishing the necessary safeguards to uphold those rights (UNICEF and Ministry for Foreign Affairs of Finland, 2021b; OECD, 2021; Council of Europe Children's Rights Division, 2017). The ySKILLS project revealed that gaining AI literacy and skills affects the realization of children's rights and also identifies gaps in AI literacy provision and outcomes (Livingstone et al., 2023). UNICEF’s and Ministry for Foreign Affairs of Finland's report (2021a) shows that children voiced the need to be taught and mentored on gaining knowledge and skills to use AI systems and develop "a more critical look at new technologies involving AI and know-how to distinguish what is good and what not" (p. 27). Furthermore, young people ask for more guidance and education to manage their digital environment as citizens, making digital skills and literacy a great vehicle to realize their rights (Hasse et al., 2019; Livingstone et al., 2023). Although policymakers and educational experts have called for the development of innovative practices to enable children to learn this skill set (Walter, 2024; Casal-Otero et al., 2023), a pressing challenge for children is finding appropriate resources to learn about AI literacy (Livingstone et al., 2023), for educators to learn how to teach AI literacy, and for governmental agencies to include it in their curriculum and educational strategies (UNICEF & Ministry of Foreign Affairs of Finland, 2021b). As part of our project, "Co-designing a Risk-Assessment Dashboard for AI Ethics Literacy in EdTech," we are co-designing with educators and students educational material to develop AI ethics and AI literacy in action, ensuring that the content and format are accessible and easy to understand for people from different backgrounds.

6. Innovative practices to support teachers and students in understanding both human and technological dimensions of AI literacy–question five. Our project designed 10 scenarios for practicing AI ethics literacy (see Annex 1). We developed the scenarios through conversations with experts in the field of AI in education research and tested the scenarios with university and high school students. The scenarios were developed using the OECD AI principles (see paragraph 7) to guide the design for AI ethics in education. Each scenario includes: a) a hypothetical storyboard about an AI used in an educational setting, b) a educator comment on the storyboard and the AI, c) support materials as representations of AI in non-AI-based technology, d) conversations prompts to reflect about the scenario based on OECD AI principles, and e) a definition of the AI according to existing literature. The scenarios are further designed on a constructionist approach to learning, highlighting student agency and personal expression (e.g., designing with AI) as a way to familiarize deeply with ethical questions related to AI through the creation of personal projects (Papert 1993; Kafai & Morales-Navarro, 2024). For instance, the scenarios provided opportunities for young people to create personal projects by combining material and digital AI-driven approaches that engaged them in exploring AI while critically examining them based on the OECD AI principles. The scenarios are available free of charge in PDF form on our project website under a CC-BY license[footnoteRef:1] and we continue to iterate their design. [1:  Scenarios online:  
https://www.ieai.sot.tum.de/practicing-ai-ethics-literacy-10-scenarios-for-engaging-with-ai-ethics-in-education/.] 


7. The development and implementation of AI in educational settings have increased exponentially in recent years. Developing AI literacy is necessary for educators and learners to make informed decisions about AI in education (Ng et al., 2021; Nguyen et al., 2022). Ethics frameworks provide best practices for AI, yet there is a need to expand our understanding of AI ethics in relation to the complexities of educational settings (Holmes et al., 2021). One of the most prevalent frameworks is the Organization for Economic Co-operation and Development AI principles (OECD, 2024), encompassing inclusive growth, sustainable development and well-being, respect for the rule of law, human rights and democratic values, including fairness and privacy, transparency and explainability, robustness, security and safety, and accountability. The OECD AI principles are, currently, the most widely recognized framework for AI policy, allowing a consistent benchmark and interoperability across borders (OECD, 2023, p. 8; OECD, 2024, p. 11). 

8. Additionally, we designed a 4-day educational workshop that represents a deep dive into the scenarios. The workshop focus on AI and its ethical implications, social media algorithms, and the design of a tool that could help educators and learners be informed about AI. The workshop is aimed at children and young people (age 13 and above) and covers AI-generated deepfakes, AI generative writing tools, and generative AI art. The workshop showcases how arts-based and creative writing approaches are conducive to AI ethics literacy for young people. We tested the educational workshop and participants performed AI through activities, interacted with tangible materials, and reflected on OECD principles. Days 1-3 focused on an AI technology each, and on the last day, they designed a prototype of a tool that could help parents, educators, and learners to be informed about AI in education and their ethical implications. 

10. On day 1, participants shared experiences with AI technologies, if they have used AI in general, and if they had used AI in school. Then, we introduced participants to the OECD principles. Participants discussed the principles in small groups and clarified questions with facilitators. After this, we discussed deepfakes and participants took pictures of themselves and edited them with generative AI to portray themselves as future scientists. For instance, they used AI to edit themselves with lab coats, into spaceships, and in laboratories. We then introduced the first scenario, “Deepfake to foster engineering identities”, in which students in a class edit themselves as construction engineers for a class presentation. The scenario presents reflections on deepfake technologies, learning about fake content, and how using deepfakes could broaden participation. The day closed with reflections that connected the OECD principles with deepfakes and content policies encountered by the participants while using the AI. On day 2, participants used a text-generative AI to develop a story by choosing a setting or theme (e.g., fantasy, sci-fi, horror, etc.), a main character, a main quest or purpose for the character, and an ending or twist to the story. Participants creatively approached the writing task through collaborative prompting in small groups, generating personally meaningful stories. Participants uploaded their stories into an AI-based detection tool that scored the stories from 0-100% written by a human or an AI. They then prompted the AI to edit their story and tested the outcome of the AI detection tool once more. To reflect, we introduced the scenario “Writing an essay with AI to support creative writing,” in which students use AI for writing essays and teachers grade the essays equally regardless of whether AI was used or not. The day closed with reflections that connected OECD principles with fair assessment in education and the accuracy of AI detection tools when used to detect cheating. On day 3, we introduced three scenarios to the participants. In the first scenarioo, “AI-generative arts app to create an homage to an artist”, students use AI to generate variations of an artwork from a local artist for a school presentation and highlight differences between the original and the generated variations. In the second scenario, “AI-generative arts app to augment students' drawings”, a student uses AI to augment their own drawing into a more professional-looking one, but they notice their own style and voice are lost in the augmented one. In the third scenario, “AI-generative arts apps to illustrate local celebrations”, students use AI to generate images of a local celebration but notice that the representations of the celebrations cater to only one type based on stereotypes. During the day, participants interacted with each scenario with materials that accompanied the scenarios and had an image-generative AI tool available to tinker in the same ways the scenario suggested to compare and contrast through personal experiences. The day closed with reflections that connected OECD principles to issues related to authorship, creativity, and assessment in education. On day 4, participants used their reflections and experiences from the previous days to design a prototype of a tool that collects information about AI and OECD principles at play. They designed different prototypes in the form of website and mobile app sketches. 

11. Scenarios and activities for AI ethics literacy make it possible for children and young people to engage with AI in safe environments, learn about how AI works, and engage in guided reflections about the impact of AI on ethical principles, including transparency and explainability, human-centered values and fairness, robustness, security and safety, and accountability. Our qualitative iterative video analysis of tens of hours of youth video data engaging with AI scenarios shows that arts-based AI activities can foster in-depth youth conversations about intersections of AI ethics principles. We also learned that personal experiences of ethical implications when using AI for making a personal design can deepen AI ethics literacy in personally meaningful ways.
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