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									Barcelona, 24th May 2024
Special Rapporteur on the right to education

United Nations

[bookmark: _GoBack]The Legal Clinic of Pompeu Fabra University, responding to the invitation from the Special Rapporteur on the right to education to present written contributions for her upcoming report on the human-rights based use of artificial intelligence in education, submits for her consideration the following responses[footnoteRef:1]. [1:  Document created by Lucy Ryder, a student from the International Human Rights course in the Advanced Master in Legal Sciences.] 


I. Introduction

1. With the objective of furthering the understanding of the relationship between Artificial Intelligence (AI) and education, this contribution will consider the benefits of employing AI in educational settings, particularly those in which learners have special educational needs. It will, however, counterbalance these benefits with the reasoning that if AI is to be further integrated as an educational resource, it must be accompanied by equal distribution and additional teaching focusing on the risks posed by AI to young people in wider society.

2. This contribution will begin by examining the legislation, policies, and guidelines currently regulating the use of AI in the UK education system, in response to question (3). It will then consider specific evidence of the known impact of AI on teachers and learners in the UK, in response to question (2). Finally, this contribution will consider the relationship between AI and human rights, in response to question (4).

II. Question 3: Legislation, guidelines, and policies regulating the use of AI in the educational context in the UK

3. There is no specific legislation regulating AI in the UK. However, pre-existing legislation can generally be applied in order to restrict the use of AI in relation to data protection, equality and human rights, and intellectual property[footnoteRef:2]. In March 2023, the UK Government announced a ‘pro-innovation’ approach to AI regulation, drawing on cross-sectorial principles including safety, security, transparency, and accountability[footnoteRef:3]. The Frontier AI Taskforce, which has the objective of evaluating the risks at the forefront of AI development, released its first progress report on the 7th September 2023[footnoteRef:4]. [2:  Ansh Bhatnagar and Devyani Gaijar, “Policy implications of artificial intelligence” (UK Parliament, 9th January 2024) <https://post.parliament.uk/research-briefings/post-pn-0708/> accessed 1st May 2024]  [3:  Secretary of State for Science, Innovation and Technology, “A pro-innocation approach to AI regulation: government response” (Department for Science, Innocation and Technology, 6th February 2024)  <https://www.gov.uk/government/consultations/ai-regulation-a-pro-innovation-approach-policy-proposals/outcome/a-pro-innovation-approach-to-ai-regulation-government-response> accessed 1st May 2024]  [4:  Frontier AI Taskforce, “Frontier AI Taskforce: first progress report” (AI Safety Institute, 7th September 2023) <https://www.gov.uk/government/publications/frontier-ai-taskforce-first-progress-report/frontier-ai-taskforce-first-progress-report> accessed 1st May 2024] 


4. The position of the Department for Education (henceforth, ‘the Department’) is that the education sector should make the most of the opportunities that technology provides and utilise such technology safely and effectively to deliver education[footnoteRef:5]. In relation to the ‘teacher supporting’ dimension of AI, as outlined by the European Commission[footnoteRef:6], the Department suggests that large language models such as Chat GPT or Google Bard can significantly reduce workload in order to minimise non-pupil facing activities and give teachers more free time. The Department also references the guidance published by the Joint Council for Qualifications (JCQ) on the use of AI in the context of examinations, which provides that examination centres may determine whether AI tools can be used to help mark student work[footnoteRef:7]. This operates under the caveat that where centres do allow the use of AI tools, AI cannot be the sole assessor – a human assessor must review the work and remains responsible for the mark given.  [5:  Department for Education, “Generative artificial intelligence in education’ (Department for Education, 26th October 2023) <https://www.gov.uk/government/publications/generative-artificial-intelligence-in-education/generative-artificial-intelligence-ai-in-education> accessed 1st May 2024]  [6:  European Commission, “Ethical guidelines on the use of artificial intelligence and data in teaching and learning for Educators” (Publications Office of the European Union, 2022) 4]  [7:  Ibid 7] 


5. The most commonly cited disadvantage of the use of AI by students is the risk of abuse and malpractice. The JCQ General Regulations for Approved Centres state that students must submit their own work for assessment[footnoteRef:8]. In the AI-related Guidance, AI misuse is defined as ‘where a student has used one or more AI tools but has not appropriately acknowledged this use and has submitted work for assessment when it is not their own’[footnoteRef:9]. This includes copying AI-generated content or submitting misleading references. Nevertheless, AI itself can be used to address the risk of abuse and malpractice – which with the open availability of tools such as Chat GPT will only continue to grow. During the marking process, the JCQ provides that examination centres may use AI as part of the procedure for investigating malpractice. [8:  Section 5.3(K), Joint Council for Qualifications, “JCQ General Regulations for Approved Centres” (JCQ, 2024)]  [9:  Joint Council for Qualifications, “AI Use in Assessments: Protecting the Integrity of Qualifications” (JCQ, 2nd February 2024) 4] 


6. An example of this procedure is the examination board AQA, which received a report from one of its centres concerning suspected malpractice in the submission of coursework for the A Level History non-exam assessment[footnoteRef:10]. The centre used AI detection software to inspect the coursework which appeared to be inconsistent with other samples of the candidate’s writing. The candidate was ultimately disqualified from the qualification, with the software finding it highly likely that AI had been used. This example demonstrates that although AI poses a risk of malpractice when used by students of their own volition, this risk can be mitigated more effectively when AI is used to as ‘teacher support’. [10:  Ibid 13] 


7. In order to perform ‘teacher support’ functions, generative AI must be given a dataset from which to learn. The Department recognises that the need for data requires conformity with intellectual property regulations[footnoteRef:11]. Namely, the intellectual property of pupils (their schoolwork) should not be used to train generative AI models without first acquiring appropriate consent or copyright exemption. Consent would have to emanate from a student if they are over 18 and from their parent or legal guardian if they are under 18. The regulation of AI in education in the UK is therefore ‘innovative’, yet still remains sufficiently cautious about the potential risks to intellectual property rights. [11:  Department for Education, “Generative artificial intelligence in education’ (Department for Education, 26th October 2023) <https://www.gov.uk/government/publications/generative-artificial-intelligence-in-education/generative-artificial-intelligence-ai-in-education> accessed 1st May 2024 ] 


III. Question 2: Evidence of the known impact of AI tools on learners and teachers in the UK

Part A: persons with special learning needs

8. In the context of the teaching and support of students with profound and multiple learning disabilities (PMLD), AI presents ‘opportunities for greater inclusion’[footnoteRef:12]. Recently, AI has been utilised to support the independence of students with PMLD in residential facilities. In Gloucestershire, National Star College has opened a specialist residence aimed at ‘meeting complex needs and enhancing learning’[footnoteRef:13]. The residence acts as a ‘smart house’, utilising AI to adapt to the needs of students[footnoteRef:14]. A key feature is voice-activation of appliances such as the refrigerator using a single word. One student said, ‘I think that it’s great because it helps me gain confidence for the time I leave college’[footnoteRef:15]. In relation to the use of AI more generally in the context of education, another student said that ‘technology is power’[footnoteRef:16]. [12:  Jerneja Turin, “Artificial intelligence and its impact on the human rights of persons with disabilities” (European Network of National Human Rights Institutions, 3rd December 2023) <https://ennhri.org/news-and-blog/artificial-intelligence-and-its-impact-on-the-human-rights-of-persons-with-disabilities/> accessed 1st May 2024]  [13:  Matt Walsh, “New student accommodation officially opened by long-term supporters” (National Star College, 26th October 2023) <https://www.nationalstar.org/sharing-knowledge/news/new-student-accommodation-officially-opened-by-long-term-supporters/> accessed 1st May 2024]  [14:  Bea Swallow, “National Star College students to gain independence using AI technology” (BBC News, 25th October 2023) <https://www.bbc.com/news/uk-england-gloucestershire-67102641> accessed 1st May 2024]  [15:  Ibid]  [16:  Matt Walsh, “Students share how technology changes their lives” (National Star College, 9th January 2024) <https://www.nationalstar.org/sharing-knowledge/news/students-share-how-technology-transforms-their-lives/> accessed 1st May 2024] 


9. Similarly, in Swindon, the group ‘Experts by Experience of a Learning Disability’ have partnered with Swindon Borough Council to lead the development of a generative AI tool that converts documents into the Easy Read format[footnoteRef:17]. Easy Read refers to the ‘presentation of text in an accessible, easy to understand format’[footnoteRef:18]. During the development of the tool, the ‘Emerging Technology’ division of the Council consulted individuals with learning disabilities. This led to the inclusion of key features such as large font size, increased spacing between words, and the option to introduce images to aid comprehension[footnoteRef:19]. [17:  Swindon Borough Council, “Council using AI to help people with learning disabilities” (Swindon Borough Council, 30th November 2023) <https://www.swindon.gov.uk/news/article/958/council_using_ai_to_help_people_with_learning_disabilities> accessed 1st May 2024]  [18:  Foundation for People with Learning Disabilities, “Easy Read” (Foundation for People with Learning Disabilities, 2024) <https://www.learningdisabilities.org.uk/learning-disabilities/a-to-z/e/easy-read> accessed 1st May 2024]  [19:  Ibid] 


10. The tool was built using Amazon Bedrock and Stability AI’s Stable Diffusion large language models and has numerous advantages. Primarily, it is cost-effective, with a price of approximately 10 pence per A4 page. Secondly, it can be converted into 75 different languages. The group members had reviews such as ‘when I see the Easy Read, it makes me feel happy because I find reading difficult’[footnoteRef:20]. Councillors of the Borough have hailed it ‘a leap towards creating a more inclusive world’[footnoteRef:21].  [20:  Ibid]  [21:  Ibid] 


11. Although the tool was not created in a solely educational context, it has significant potential to be used in schools and colleges in order to improve the efficacy of the production of Easy Read documents for students with learning disabilities. In fact, the Swindon Borough Council will be open sourcing the tool without the need for a license, which will facilitate its use on a wider scale.

12. In wider society, AI certainly has the ability to discriminate against individuals with disabilities, for instance by drawing on biased data sets in the context of allocation of unemployment benefits and job recruitment[footnoteRef:22]. Nevertheless, in the context of education, the above examples demonstrate that AI can be used to facilitate the autonomy, independence, and inclusion of people with a variety of special learning needs. [22:  Jerneja Turin, “Artificial intelligence and its impact on the human rights of persons with disabilities” (European Network of National Human Rights Institutionsl, 3rd December 2023) <https://ennhri.org/news-and-blog/artificial-intelligence-and-its-impact-on-the-human-rights-of-persons-with-disabilities/> accessed 1st May 2024] 


IV. Question 4: Ethical and human rights concerns about the use of AI

13. This contribution has outlined the ways in which the UK is currently regulating the use of AI in the context of education through national policies. It has also considered the specific impact of widening participation, for instance in the use of AI to improve the education of individuals with special learning needs such as PMLD. There is, however, still more improvement that must be made in order to limit the possible negative effects that AI can have in the education system.

14. The best way to achieve such improvement is by addressing the following controversies around generative AI identified by UNESCO in its ‘Guidance for generative AI in education and research’[footnoteRef:23]. The first is the potential for the use of generative AI in education to worsen digital poverty[footnoteRef:24]. Marwala defines digital poverty as the phenomenon whereby education and employment opportunities are often dependent on the ability of individuals to access AI[footnoteRef:25]. As a consequence of this relationship, lower-income individuals who are unable to access AI, and computing in general, are further disadvantaged. Digital poverty relates to the principle of non-discrimination enshrined in both the preamble and Article 26 of the ICCPR. The risk of digital poverty means that if AI is to be further integrated into the education system, there must be equal distribution. If it is utilised solely in independent schools or schools with better funding,  AI will reinforce pre-existing socio-economic inequalities. [23:  UNESCO, “Guidance for generative AI in education and research” (United Nations Educational, Scientific and Cultural Organisation, 2023)]  [24:  Ibid 14]  [25:  Tshilidzi Marwala, “Algorithm Bias – Synthetic Data Should Be Option of  Last Resort When Training AI Systems” (United Nation University, 2023) <https:// unu.edu/article/algorithm-bias-synthetic-data-should- be-option-last-resort-when-training-ai-systems> accessed 1st May 2024] 


15. The second controversy pertains to the potential misuse of generative AI to create deepfake content[footnoteRef:26]. In the current digital climate, the prospect of deepfake content poses a risk to the right to privacy and integrity of young people. For instance, in 2023, there was a significant increase in AI-generated child sexual abuse materials. The majority of these materials were assessed by the Internet Watch Foundation to be indecent images depicting children between the ages of 7 and 13, 99.6% of which were female[footnoteRef:27]. This is coupled with a recent case in South Korea concerning the use of AI to generate over 360 deepfake pornographic images of children[footnoteRef:28]. Similarly, in Almendralejo, Spain, there is an ongoing investigation into the distribution of deepfake images of girls aged 11 to 17[footnoteRef:29].  [26:  UNESCO, “Guidance for generative AI in education and research” (United Nations Educational, Scientific and Cultural Organisation, 2023) 17]  [27:  Internet Watch Foundation, “How AI is being abused to create child sexual abuse imagery” (Internet Watch Foundation, October 2023) <https://www.iwf.org.uk/media/q4zll2ya/iwf-ai-csam-report_public-oct23v1.pdf> accessed 1st May 2024 27]  [28:  Nathan Rennolds, “A man was jailed for using AI to create hundreds of sexual images of children” (Business Insider, 30th September 2023) <https://www.businessinsider.com/man-jailed-using-ai-create-sexual-images-children-south-korea-2023-9?ref=biztoc.com&r=US&IR=T> accessed 1st May 2024]  [29:  Manuel Viejo, “In Spain, dozens of girls are reporting AI-generated nude photos of them being circulated at school: ‘My heart skipped a beat’” (El País, 18th September 2023) < https://english.elpais.com/international/2023-09-18/in-spain-dozens-of-girls-are-reporting-ai-generated-nude-photos-of-them-being-circulated-at-school-my-heart-skipped-a-beat.html#> accessed 1st May 2024] 


16. In considering the relationship between AI and education, it is vital that schools and colleges provide students with information about the threats posed by AI outside of the education system. Indeed, it is essential that young people are aware of their vulnerability to deepfake child sexual abuse materials. A key risk associated with the production of this material is ‘sextortion’, a form of digital blackmail whereby the blackmailer threatens to release intimate images or videos of the victim – whether they are real or deepfakes[footnoteRef:30]. In April 2024, the National Crime Agency urged UK teachers to warn pupils against the dangers of sextortion, in light of the risk it can pose to mental health and the possibility of subsequent suicidal thoughts[footnoteRef:31]. Sporadic warnings about the dangers of generative AI, however, are simply not enough. Indeed, it would be contrary to the integrity and privacy of students if AI were to be introduced as an educational resource without additional teaching focusing on its ‘dark side’. [30:  Ibid]  [31:  National Crime Agency, “NCA issues urgent warning about sextortion” (National Crime Agency, 29th April 2024) <https://www.nationalcrimeagency.gov.uk/news/nca-issues-urgent-warning-about-sextortion> accessed 1st May 2024] 


17. Such additional teaching may even form part of states’ positive obligations under human rights instruments, including the ECHR. The European Court has affirmed that, in line with the right to privacy contained under Article 8, states have a responsibility to protect the physical and moral integrity of individuals from the acts of third parties[footnoteRef:32]. This is often achieved through the creation of a legislative framework in order to prevent and address acts of violence and abuse by private individuals – including cyberbullying[footnoteRef:33]. There is also a special emphasis on the protection of children[footnoteRef:34]. As discussed above, deepfake child sexual abuse materials pose a significant risk to the right to privacy and integrity of young people, and in certain cases the right to life contained under Article 2 ECHR. [32:  C v Romania App no 47358/20 (ECtHR, 30th August 2022) [62-66]]  [33:  Buturugǎ v Romania App no 56867/15 (ECtHR, 10th February 2020)]  [34:  F.O. v Croatia App no 29555/13 (ECtHR, 6th September 2021) [82]] 


18. Given that the content of Article 8 ECHR is substantially similar to other international provisions, including Article 17 ICCPR, the jurisprudence concerning the duty to protect individuals of online abuse from third parties can be used to inform a global approach. This jurisprudence can be naturally extended to the protection of children from deepfake child sexual abuse materials. A key facet of any legislative scheme focusing on prevention of harm to children from deepfake material would be the introduction of additional, effective teaching on the dangers of generative AI. Education on this issue has the ability to mitigate the psychological impact of deepfake material on children and warn against the risk of sextortion. Such an approach is the only way that AI can be introduced into the educational environment whilst still respecting human rights.

19. It follows that there are two key prerequisites to the furtherance of a ‘pro-innovation’ approach to AI. First, national governments must create a framework whereby AI can be further integrated into the education system fairly and equally. It should not just be available in schools and colleges with the most funding, lest it increase the prevalence of digital poverty. Secondly, if national governments do plan to further integrate AI into the education system, this must be accompanied by effective teaching on the dangers of generative AI. This must necessarily involve discussion of the risks posed by AI to children, such as deepfake child sexual abuse materials. Without the introduction of education about AI, AI itself should not be used as an educational resource.

V.  Conclusion

20. This contribution has examined current examples of how AI is used in education, and the ways in which this use is regulated. It has considered the positive impact of AI on learners with special educational needs, in two key examples from the UK. A ‘pro-innovation’ approach must certainly be adopted in order to completely reap these benefits. However, this must be accompanied by equal distribution of AI resources throughout the education system, and additional teaching with the objective of increasing awareness amongst young people of the risks posed by AI.

The Legal Clinic of Pompeu Fabra University hopes that the process of producing this new report from the Special Rapporteur on the right to education is successful. We remain at your disposal for any clarification in relation to our contribution.
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