Manicaland State University of Applied Sciences, Zimbabwe
UNITED NATIONS QUESTIONNAIRE
1. Please provide examples of how AI tools and systems, including generative AI, are used in education process and related decision making in your country, organization or educational institution, with examples   of specific software where relevant.
Artificial Intelligence is finding its way in pedagogy as it is augmenting existing teaching and learning experiences. AI continues to revolutionize research across domains. Apart from using the usual search engines Large Language Models such as ChatGPT, Copilot have gained prominence in the search for knowledge.
2. Please provide specific evidence of the known impact of AI tools and systems on learners and teachers and on education systems in general, both positive and negative and explain how the impact is monitored. For example, how does the use of AI affect:
a) Persons with special learning needs, learners with different linguistic and cultural backgrounds, women and girls;
Women and Girls in ICT is a programme that was launched by the government through the Ministry of Information and Communication Technology. In attendance were educators, corporates, government agencies, and tertiary institutions all in support of the development of the girl child in the computing industry.
b) Access to education of populations marginalized or underserved due to ethnicity, socio-economic status, displacement and other factors;
Access to mobile phones has been been on the rise as mobile penetration increases. With many applications incorporating AI Tools for example social media App WhatsApp’s introduction of Meta AI has impacted on learners’ access to AI Tools in a positive way. However, the multiplicity of applicationa remains generally unmonitored and learners consume negative externalities that exist on the cyberspace. 
The upsurge in the use of recommender systems leads to a data flood which disturb normal concentration of learners. Examples are recommender systems from big tech companies such as YouTube, Facebook and Ticktock to mention the prominent.
c) Human interaction between teachers and students;
The prevailing data explosion is exacerbated y the emergence of AI particularly the LLM creating an information overload which impacts on concentration levels of learners. Interactions between teachers and learners are bound to be affected as AI recommender systems continue to push volumes of data to learners. Students’ behavior is a net effect of the data they consume or the balancing of the scales between good data and ad data. 
d) Students’ and teachers’ human rights, privacy, safety, engagement, agency and critical thinking;
Much as AI rings about positive developments in the educational sector the emergence of Large Language Models, Recommender systems alike, there is a downside on the level of critical thinking in learners. The approaches to execution of scholarly assignments have been heavily affected plagiarism as learners’ resort to the use of LLM to obtain quick answers. This affects the cognitive development of learners 
e) Perpetuation of stereotypes and inequalities;
Cultural decay is a main worry as the cyberspace dominates all aspects of our lives. The dominance of data flowing in the AI pipeline impacts on the dominance of cultural beliefs.
f) The type of information or disinformation that learners and educators are exposed to;
In some countries there is restricted access or censorship of certain content. In Zimbabwe learners have access to virtually anything on the world wide web. 
g) Assessment of learning;
At present online quizzes and assessments are mainly used at established universities and affluent schools due to skills gap. Generally, most schools use traditional ways of assessment.
h) Education management.
As highlighted previously, the skills shortage in AI affects the implementation of AI hence there is still need to work on the curriculum.
3. Please provide examples of legislation, regulations (including codes of conduct or institutional rules) or policies addressing or covering the use of AI in educational context, including ethical or human rights concerns around AI development and use, data privacy, bias mitigation, transparency, academic integrity, plagiarism and proper attribution.  Is due diligence mandated for the use of Al in educational context'? Do students have clear guidance for citing AI usage?
There is no visible policy to guide the use of AI in academia at present. Whilst the government is still working on crafting policies, students are already advancing in the use of AI therefore placing academic institutions at risk of poor-quality work. AI being an emerging field, there is no guiding framework for learners and educators in Zimbabwe. In as much as attribution is a requirement for academic work in Zimbabwe some AI generated work eludes gatekeepers as there is little or no investment in AI plagiarism checkers.
4. Please provide examples of participation of teachers, parents, students or communities in the development of nationwide or internal regulations addressing   the use of AI in education. What has been the feedback from teachers, students and parents? Are there mechanisms in place to solicit such feedback?
At present there has not been work done in terms of educating the teachers, parents, students or communities on AI. The technology itself is fast paced in its development and penetration has gone ahead of policymakers and educators in the developing countries such as Zimbabwe. 
5. How does the education system support management staff, teachers and students in understanding how to use AI and how AI works? Please provide examples and /or texts of curricula that address both the technological and human dimensions of AI competency (both how it works (the techniques and the technologies) and what its impact is on people (on human cognition, privacy, agency).
At all levels facilities are put in place for basic computer studies to motivate the all-round use of technologies. Innovation hubs are becoming a prominent feature at almost all tertiary institutions to promote knowledge acquisition in all facets of technology. At junior levels, that is primary and secondary education levels the Ministry of ICT has gained traction in rolling out the computerization programme, albeit at a slow pace.
6. Please provide examples of existing professional development programmes for teachers to use AI technologies. What training and support are provided to educators to effectively utilize AI tools in their daily work?
There is no clarity on way forward in this regard. 
7. Please provide examples of policies addressing gaps and inequalities in access to necessary conditions for the use of Al in teaching and learning, for instance aimed at reducing the digital divide between students with easy access to AI tools at home and those dependent on school resources. What measures are in place to ensure that trustworthy and pedagogically appropriate AI tools and resources are accessible to all students, regardless of their socio-economic background or geographical location?
The Zimbabwe government is developing a national Artificial Intelligence (AI) policy to govern the use of the Internet and other emerging technologies.
8. Please provide examples of state-supported collaboration or partnership between public educational institutions and corporations producing AI tools for education. Does the education system enforce contracts with specific software providers or is there a choice, at which level and is it informed by feedback from teachers, parents and students, as appropriate?  How are data sovereignty and localization being addressed in the context of using international or foreign• developed AI tools in education?
Through the Ministry of ICT and Telecommunications Regulatory Authority (PORTRAZ) the government runs competitions to encourage research in the areas of Information Communication Technology. Recently in 2024 launched was the Girls in ICT programme to encourage developers from the girlchild complement. 
9. What are the main challenges encountered during the implementation of Al in education? Have there been any technical, ethical, financial or regulatory hurdles in deploying AT solutions in the educational context?
Addressing the Digital Divide particularly in developing countries there has been a huge challenge owing to slow paced infrastructural development and low levels of computer literacy. Resource mobilization in addressing the existing knowledge gaps is a daunting task as developing countries face budgetary constraints. 
Unclear Regulatory Framework to guide the Artificial Intelligence landscape is also a hurdle in the smooth development of the AI Domain. 
10. Are there any specific areas within education where you see significant potential for AI integration in the future?
Special education for people with disabilities is an area that needs attention and investment due to limited workforce within that domain. AI Assisted learning is critical to support people living with disabilities as it rings about inclusion.
Education for Women and Girls has been lagging in the past and AI Tools may be applied to motivate development in that special group. Generative AI has potential to support science and technology.
Science and Technology Education is critical for the industrialization of developing nations. AI could play a huge role in accelerating knowledge acquisition.
Entrepreneurship Knowledge Creation using generative AI is also another area that has transformative potential to sustain livelihoods and ultimately contributing to economic growth.
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