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__________________________________________________________________________
Responses to the United Nations Questionnaire
_________________________________________
1. Please provide examples of how Al tools and systems, including generative AI, are used in education process and related decision making in your country, organization or educational institution, with examples of specific software where relevant.

Response
Here are some of the applications of AI at Lupane State University (LSU):
Staff and students are using generative AI tools such as ChatGPT, Midjourney, Github copilot, Bing, Gemini and many others to create customized learning paths and obtaining Realtime feedback. Students use the tools to prepare responses to their assignments and obtain guidance on how to carry out certain practical tasks. Lecturers use the tools to prepare lecture modules, conduct research as well as practicing prompts which they later share with students so that they get expected responses from generative AI tools in use.
2. Please provide specific evidence of the known impact of AI tools and systems on learners and teachers and on education systems in general, both positive and negative and explain how the impact is monitored. For example, how does the use of AI affect:
a. persons with special learning needs, learners with different linguistic and cultural backgrounds, women and girls;
b. access to education of populations marginalized or underserved due to ethnicity, socio-economic status, displacement and other factors;
c. human interaction between Lecturers and students;
d. students' and Lecturers' human rights, privacy, safety, engagement, agency and critical thinking;
e. perpetuation of stereotypes and inequalities;
f. the type of information or disinformation that learners and educators are exposed to;
g. assessment of learning;
h. education management.

Response
a. Persons with special learning needs, learners with different linguistic and cultural backgrounds, women and girls:
· Positive impact:
· AI-powered tools like text-to-speech software, speech-to-text software, and language translation tools can support learners with disabilities and language barriers.
· Adaptive learning systems can provide personalized instruction for students with special needs.
· Negative impact:
· AI systems may not be designed with diverse learners in mind, exacerbating existing inequalities.
· Overreliance on AI may lead to a lack of human support and accommodations for students with special needs.
b. Access to education of populations marginalized or underserved:
· Positive impact:
· AI-powered online learning platforms can increase access to education for marginalized populations, such as those in remote or underserved areas.
· AI-driven chatbots can provide support and guidance to students who may not have access to human advisors.
· Negative impact:
· AI systems may perpetuate existing biases and inequalities if they are trained on biased data or designed with a narrow perspective.
· Overreliance on AI may lead to a lack of human interaction and support for marginalized students.
c. Human interaction between Lecturers and students:
· Positive impact:
· AI can help Lecturers identify areas where students need extra support, enabling more targeted human interaction.
· AI-powered tools can facilitate communication and feedback between Lecturers and students.
· Negative impact:
· Overreliance on AI may lead to a decrease in human interaction and empathy between Lecturers and students.
· AI systems may not be able to replicate the emotional support and empathy provided by human Lecturers.
d. Students' and Lecturers' human rights, privacy, safety, engagement, agency, and critical thinking:
· Positive impact:
· AI can help Lecturers identify and address learning gaps, promoting student agency and engagement.
· AI-powered tools can provide personalized feedback and support, promoting critical thinking.
· Negative impact:
· AI systems may collect and misuse student data, compromising privacy and safety.
· Overreliance on AI may lead to a lack of critical thinking and human judgment.
e. Perpetuation of stereotypes and inequalities:
· Positive impact:
· AI can help identify and address biases in education, promoting more inclusive learning environments.
· AI-powered tools can provide diverse perspectives and representations, challenging stereotypes.
· Negative impact:
· AI systems may perpetuate existing biases and stereotypes if they are trained on biased data or designed with a narrow perspective.
· AI may reinforce existing inequalities if it is not designed with equity and inclusion in mind.
The impact of AI on education is being monitored through the following:
1. Research studies and evaluations
2. Lecturer and student feedback
3. Data analytics and performance metrics
4. Ethical guidelines and frameworks (e.g., IEEE's Global Initiative on Ethics of Autonomous and Intelligent Systems)
3. Please provide examples of legislation, regulations (including codes of conduct or institutional rules) or policies addressing or covering the use of AI in educational context, including ethical or human rights concerns around AI development and use, data privacy, bias mitigation, transparency, academic integrity, plagiarism and proper attribution. Is due diligence mandated for the use of Al in educational context? Do students have clear guidance for citing AI usage?

Response
The institution is currently working on its AI policies. The general framework is already done, what is left are specific faculty and departmental policies. Currently individual lecturers guide their students on how they want them to use AI in their modules, assignments or any tasks assigned.
4. Please provide examples of participation of teachers, parents, students or communities in the development of nationwide or internal regulations addressing the use of AI in education. What has been the feedback from teachers, students and parents? Are there mechanisms in place to solicit such feedback?

Response
The university has an email group for academics where communications on AI related issues are posted and members respond and comment on any such posts. Feedback is solicited through the same email platform. So far, the university has not engaged parents and students on AI matters, plans will be put in place for that in the near future.

5. How does the education system support management staff, teachers and students in understanding how to use AI and how AI works? Please provide examples and /or texts of curricula that address both the technological and human dimensions of AI competency (both how it works (the techniques and the technologies) and what its impact is on people (on human cognition, privacy, agency).

Response
The Information and Communications Technology Services (ICTS) Department together with their academic counterparts periodically share presentations and white papers on AI usage techniques, developments, current trends and future trends. These presentations keep the university community up to date on AI and its applications in Higher education. 

6. Please provide examples of existing professional development programmes for teachers to use AI technologies. What training and support are provided to educators to effectively utilize AI tools in their daily work?

Response
Apart from the initiatives highlighted in 4 and 5 above, there is currently no other AI development programmes in place

7. Please provide examples of policies addressing gaps and inequalities in access to necessary conditions for the use of Al in teaching and learning, for instance aimed at reducing the digital divide between students with easy access to AI tools at home and those dependent on school resources. What measures are in place to ensure that trustworthy and pedagogically appropriate Al tools and resources are accessible to all students, regardless of their socio-economic background or geographical location?

Response
To address and reduce digital divide, the university has acquired additional desktop computers for use by students in computer labs with internet access so that those students who do not have own devices can have access to gadgets and internet. The university also has public-private partnerships that help students have access to emails and other elearning tools.  In addition, the ICTS department is promoting the use of free and openly licensed educational materials, reducing costs and increasing access to quality resources.

8. Please provide examples of state-supported collaboration or partnership between public educational institutions and corporations producing AI tools for education. Does the education system enforce contracts with specific software providers or is there a choice. at which level and is it informed by feedback from teachers, parents and students, as appropriate? How are data sovereignty and localization being addressed in the context of using international or foreign­ developed AI tools in education?

Response
This is yet to be done, however it is idea worth pursuing.
9. What are the main challenges encountered during the implementation of AI in education? Have there been any technical, ethical, financial or regulatory hurdles in deploying AI solutions in the educational context?

Response
The following are some of the challenges encountered during implementation of AI in education:
· Developing a comprehensive view of public policy on AI for sustainable development: The complexity of the technological conditions needed to advance in this field require the alignment of multiple factors and institutions.
· Ensuring inclusion and equity for AI in education: The least developed countries are at risk of suffering new technological, economic and social divides with the development of AI.
· Preparing teachers for an AI-powered education: Teachers must learn new digital skills to use AI in a pedagogical and meaningful way and AI developers must learn how teachers work and create solutions that are sustainable in real-life environments.
· Enhancing research on AI in education: While it can be reasonably expected that research on AI in education will increase in the coming years, it is nevertheless worth recalling the difficulties that the education sector has had in taking stock of educational research in a significant way both for practice and policy-making.
· Dealing with ethics and transparency in data collection, use and dissemination: AI opens many ethical concerns regarding access to education system, recommendations to individual students, personal data concentration, liability, impact on work, data privacy and ownership of data feeding algorithms.
· Supporting AI and digital literacy: Many education systems struggle to address the growing digital skills gap, crucial for students' employability and ethical tech use.
· Economic viability and access: Ensuring economic viability and access to AI-learning opportunities for all learners is essential to prevent deepening the existing digital divide and avoid creating new disparities in education.
10. Are there any specific areas within education where you see significant potential for AI integration in the future?
Response
While most users focus on generative AI in the university, LSU community may also focus on applications of AI in Agriculture, Engineering and Science. This will boost teaching, learning, innovation and productivity in those areas.
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