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Introduction

For her upcoming report to be presented to the General Assembly in October 2024, the United Nations Special Rapporteur on the Right to Education, Ms. Farida Shaheed, will examine the use of artificial intelligence in education from a human rights perspective. In preparation for this report, the Special Rapporteur has issued a call for written inputs from a diverse array of stakeholders, including States, United Nations agencies, funds and programs, national human rights institutions, academics, educators, business actors, and civil society organizations, according to a predefined questionnaire.[footnoteRef:4] [4:  UNITED NATIONS. Call for contributions: artificial intelligence in education and its human rights - based use at the service of the advancement of the right to education. UN OHCHR Calls for Input, April 2024.] 

The questionnaire aims to explore the integration, impact, and regulation of AI tools and systems in the educational sector.[footnoteRef:5] It covers a range of topics, including examples of AI use in education, evidence of its impact on learners and teachers, relevant legislation and policies, stakeholder participation in developing AI regulations, support for understanding and using AI, professional development for educators, addressing gaps in access to AI tools, state-supported collaborations with AI tool producers, challenges in AI implementation, and potential areas for future AI integration in education. The objective is to gather specific examples, evidence, and feedback to understand how AI is transforming education and to address ethical and practical concerns.[footnoteRef:6] [5:  The UN Special Rapporteur referred to AI as “the use of computer programming that enables systems to learn and adapt autonomously, and to process data based on specific set of algorithms” through “various techniques such as machine learning and large language models, including generative AI”. UNITED NATIONS. Call for contributions: artificial intelligence in education and its human rights - based use at the service of the advancement of the right to education. UN OHCHR Calls for Input, April 2024.]  [6:  UNITED NATIONS. Call for contributions: artificial intelligence in education and its human rights - based use at the service of the advancement of the right to education. UN OHCHR Calls for Input, April 2024.] 

The following is the input from the Facts and Norms Institute, with systematized information encompassing two of the concerns of the UN Special Rapporteur’s questionnaire: i) examples of how AI tools and systems, including generative AI, are used in education process and related decision; ii) information about the impact of AI tools and systems on learners and teachers and on education systems. The Institute’s input relies on credible sources, such as recent publications by UNESCO and the Council of Europe regarding the complex interplay between education and technology, including AI; and the 2024 work by psychologist Jonathan Haidt on the relation between social media and mental illnesses, a topic with truistic entanglements with education. The result provides a summary, a systematization, and a discussion of important aspects from these sources. 
The Institute’s work

The Facts and Norms Institute is an independent academic institution based in the Global South, with members present in all continents. The Institute’s mission is straightforward: to promote a rational, human rights-based approach to social issues. Since its establishment, the Institute promoted educational activities ranging from the online training of researchers in human rights-based methods to onsite courses and events, such as the Advanced Course on International Law and Human Rights (in partnership with the Human Rights Centre of the University of Coimbra, Portugal). The Institute also conducted social and legal research in collaboration with the Inter-American Court of Human Rights in the form of written Amici Curiae Memorials. The Institute’s record includes, v.g., i) an Amicus Curiae Memorial in the proceedings of the case Leite de Souza and Others vs. Brazil, also known as the Massacre of Acari case, a comprehensive argument regarding the systemic violence perpetrated by State agents in Brazil, particularly focusing on police violence, the limits of transitional justice, and the dehumanization of poor and Afro-descendant populations; ii) and an Amicus Curiae Memorial in the proceedings of the Advisory Jurisdiction of the Court regarding Human Rights and the Climate Emergency.
Moreover, the Institute conducted research about varied human rights topics in collaboration with the United Nations, including human rights and infectious diseases; torture and torture prevention; the notion of short-term enforced disappearances; religious intolerance, violence, and racism; social participation; transitional justice and sustainable development; poverty, post-growth and SDGs; sustainable development and the human rights of persons with albinism; the role of non-State actors (particularly businesses) in transitional justice; memorialization and the Roma; the protection of lawyers; the human rights of indigenous and rural communities to water and sanitation; militarization of indigenous and quilombola land; human rights and internet shutdowns; mercury, artisanal and small-scale gold-mining and human rights; human rights and voluntourism; sanctions and human rights; the extractive sector, just transition, and human rights; adequate housing and climate change; violence against women and girls in sport; the unlawful killings of LGBTQI+ persons; contemporary forms of slavery and the informal economy; technology and contemporary forms of slavery; digital education and online protection of young people; and the present submission regarding human rights and artificial intelligence in education.

Executive Summary



· According to the 2023 UNESCO report on technology and education, AI tools and systems are rapidly expanding in education, spanning from the automation of administrative processes to curriculum and content development, teaching, and learning. Key applications include intelligent tutoring systems, writing support and assessment, and immersive learning experiences. 
AI helps track student progress, provide feedback, and customize learning paths, as seen in tools like Duolingo Max and Khanmigo. Generative AI is poised to personalize learning further and reduce teachers' workload. Additionally, AI is utilized for learning analytics. Examples include descriptive analytics with dashboards and reports, predictive analytics for identifying at-risk students, and adaptive learning software to tailor educational content.


· Published by the Council of Europe in 2022, the report of Holmes et al. on AI, Education and human rights categorizes the connections between AI and education into four headings: "Learning with AI," "Using AI to learn about learning," "Learning about AI," and "Preparing for AI." "Learning with AI" involves the use of AI-driven tools in teaching and learning, such as intelligent tutoring systems, chatbots, and AI for administrative and teacher support. "Using AI to learn about learning" refers to leveraging data to understand learning processes, improve practices, and support admissions and retention through learning analytics and educational data mining. "Learning about AI" focuses on increasing AI knowledge and skills for learners of all ages and their teachers, covering AI techniques and technologies, statistics, and coding, termed "AI literacy: the technological dimension." "Preparing for AI" aims to prepare citizens for AI's impacts, addressing AI ethics, data biases, surveillance, and job impacts, termed "AI literacy: the human dimension."


· The report by Holmes et al. also refers to several challenges concerning AI in education: a simplistic approach to teaching and learning that prioritizes memorization over critical thinking; intrusive and discriminatory e-proctoring tools that harm mental health without reducing cheating; limited personalized learning that fails to enhance learner potential and collaboration; predictive analytics that intrusively profile students and compromise privacy; potential detriment to the developing brain from biometric data use; undermined agency of children who cannot fully understand AI's effects; limited or undermined agency of parents due to the difficulties of engaging with new, complex AI technologies; limited and sometimes ineffective AI applications for children with disabilities; high-risk AI applications that may misuse data and introduce biases; potentially harmful or unethical identification of learners' emotional states; and privacy and consent issues with AI-based digital safeguarding tools that increase surveillance and impact children's rights and behaviors.


· The 2023 UNESCO report on technology and education highlights various implications of AI in education. As automation of repetitive tasks increases, education will shift towards developing higher-order thinking skills, necessitating new assessment methods and changes in teacher preparation and practices. Generative AI may significantly impact education, though its long-term effects remain uncertain. AI could blur the lines between reality and invention, potentially decreasing trust in information and increasing susceptibility to deception. The report also raises concerns about biased algorithms, as seen in the UK's use of AI for predicting exam scores during COVID-19, and the intrusive nature of AI-driven facial recognition and data collection systems in educational settings, which can lead to biased evaluations and privacy issues.


· The UNESCO report emphasizes the importance of a balanced curriculum that integrates arts and humanities to foster empathy, creativity, and responsibility, alongside technological education. It advocates for teacher roles to evolve, with teachers helping students navigate an AI-driven world, rather than being replaced by AI. The report calls for regulation to ensure ethical use of AI, stressing the need for robust evidence on the impact of educational technology, addressing accessibility and the digital divide, and emphasizing learning outcomes over digital inputs. The report also underscores the need for quality control and diversity in online content and highlights the potential negative impacts of excessive ICT use on student performance and well-being. The report presents evidence that excessive screen time can negatively affect diet, sleep, mental health, and academic performance. Studies link higher screen time to poorer well-being, increased anxiety, and depression, especially in adolescents. The report calls for public interventions to limit screen time and promote outdoor activities, citing research that shows reducing digital device use can improve emotional interpretation skills and overall well-being. This comprehensive approach aims to balance the benefits and risks of AI and digital technology in education, ensuring it supports holistic development and equity.


· The relation between screen time and mental health is also examined by Jonathan Haidt's 2024 book "The Anxious Generation". The author explores the mental health crisis among Generation Z, attributing the rise in anxiety, depression, and self-harm to the widespread adoption of smartphones and social media. Haidt argues that these technologies, designed to maximize engagement, have disrupted traditional childhood development by reducing face-to-face interactions and physical activities. Artificial intelligence is a central part of this maximization of engagement with the virtual world. Haidt identifies four resulting foundational harms: social deprivation, sleep deprivation, attention fragmentation, and addiction. He advocates for reducing screen time, delaying smartphone and social media use, implementing phone-free schools, and promoting real-world interactions. 
Critics of Haidt argue, e.g., that his work lacks definitive causal evidence. In response, Haidt highlights longitudinal and experimental studies that show a negative impact of social media on mental health, particularly among girls. He references quasi-experiments linking high-speed internet access with increased mental health issues among adolescents and stresses the importance of qualitative evidence from Gen Z testimonies. Haidt argues for immediate action to mitigate the impact of social media on youth, emphasizing that even if his theory is wrong, the proposed measures (reducing social media use, increasing physical activity) are very unlikely to harm and could have broader benefits.


· Other significant issues, such as job loss due to AI in education and other areas, were not thoroughly examined in this report. This omission does not imply that these problems are less critical; rather, it reflects the specific focus of this analysis.


· In light of the ongoing debate about the impact of artificial intelligence, smartphones, and social media on education and adolescent well-being, it is crucial to approach these technologies with caution. While there is not yet a consensus on the exact causation and extent of harm, the primary question should be whether there is sufficient evidence to deem these technologies safe for children and adolescents. Uncertainties about the safety of these technologies strongly advise a precautionary approach, particularly within educational settings.








Suggested citation: 
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1. Please provide examples of how AI tools and systems, including generative AI, are used in education process and related decision making.


A comprehensive 2023 UNESCO report on technology and education[footnoteRef:7] provides some insight regarding how AI tools and systems, including generative AI[footnoteRef:8], can be used, or are being used in education. [7:  The UNESCO 2023 Global Education Monitoring Report, titled "Technology in education: A tool on whose terms?", examines the impact of digital technology on education systems globally, emphasizing equity, inclusion, and sustainability. It was drafted by an independent team hosted by UNESCO to monitor and report on Sustainable Development Goal 4 (SDG 4) (aimed at ensuring inclusive and equitable quality education and promoting lifelong learning opportunities for all). See: UNESCO. Global Education Monitoring Report 2023: Technology in education – A tool on whose terms?. Paris: UNESCO, 2023.]  [8:  “Generative AI applies sophisticated processing on vast data sets of natural language, code language and images to create new content in these and other data forms.” UNESCO. Global Education Monitoring Report 2023: Technology in education – A tool on whose terms?. Paris: UNESCO, 2023, p. 12.] 

The UNESCO report considers that the use of AI in education “is expanding at an exponential rate, spanning from the automation of administrative processes and tasks to curriculum and content development, teaching, and learning.”[footnoteRef:9] It particularly highlights three key applications of AI, including generative AI, in education: intelligent tutoring systems, writing support and assessment, and immersive learning experiences. Intelligent tutoring systems track student progress, difficulties, and errors, providing feedback and adjusting difficulty to optimize learning paths. In writing support, AI assists with assignments and automatically assesses them, detecting plagiarism and cheating. For immersive learning, AI enhances interactive experiences and games.[footnoteRef:10]  [9:  UNESCO. Global Education Monitoring Report 2023: Technology in education – A tool on whose terms?. Paris: UNESCO, 2023, p. 153.]  [10:  UNESCO. Global Education Monitoring Report 2023: Technology in education – A tool on whose terms?. Paris: UNESCO, 2023, p. 12.] 

Generative AI is expected to significantly enhance these tools, personalizing learning, and reducing teachers' workload for tasks like grading and lesson preparation. Examples of intelligent tutoring systems include Duolingo Max for language learning and Khanmigo with Khan Academy, both of which have collaborated with OpenAI, the developer of ChatGPT, to improve their effectiveness. Increased data processing may also help detect student disengagement, including during online exams.[footnoteRef:11] [11:  UNESCO. Global Education Monitoring Report 2023: Technology in education – A tool on whose terms?. Paris: UNESCO, 2023, p. 12.] 

The UNESCO report also refers to the use of new technology for the purpose of learning analytics.[footnoteRef:12] The interaction of learners with education hardware and software generates vast amounts of data, which, when properly curated and analyzed, helps teachers understand student progress and aids school leaders in making better decisions. Learning analytics can provide formative feedback, empower students, support academic planning, enhance early detection systems, and improve curriculum and assessment alignment.[footnoteRef:13] There are three main approaches to learning analytics: i) descriptive analytics, which is common in wealthier countries, involves dashboards, visualizations, and customized reports that help educators and administrators monitor and manage student performance; ii) predictive analytics combines student data and learning management system usage patterns to predict trajectories and design interventions; iii) adaptive learning software uses computer adaptive tools for assessment to understand how students learn and supports curriculum design.[footnoteRef:14] In the context of learning analytics, new technological developments, including the use of AI, have tracked students’ attention during online classes through facial recognition and physical cues such as blink rate, eye gaze and posture.[footnoteRef:15] [12:  UNESCO. Global Education Monitoring Report 2023: Technology in education – A tool on whose terms?. Paris: UNESCO, 2023, p. 119-120.]  [13:  UNESCO. Global Education Monitoring Report 2023: Technology in education – A tool on whose terms?. Paris: UNESCO, 2023, p. 119.]  [14:  UNESCO. Global Education Monitoring Report 2023: Technology in education – A tool on whose terms?. Paris: UNESCO, 2023, p. 119.]  [15:  UNESCO. Global Education Monitoring Report 2023: Technology in education – A tool on whose terms?. Paris: UNESCO, 2023, p. 119.] 

*        *        *

Published by the Council of Europe in November 2022, “Artificial Intelligence and Education: A Critical View Through the Lens of Human Rights” by Wayne Holmes, Jen Persson, Irene-Angelica Chounta, Barbara Wasson, and Vania Dimitrova, is an extensive examination of the interplay between AI and education. The report emphasizes the need to view AI in education through the lens of human rights, democracy, and the rule of law, and it critically assesses the benefits and challenges of integrating AI into educational systems.[footnoteRef:16] [16:  Holmes, Wayne; Persson, Jen; Chounta, Irene-Angelica; Wasson, Barbara; Dimitrova, Vania. Artificial Intelligence and Education: A critical view through the lens of human rights, democracy and the rule of law. Strasbourg: Council of Europe, 2022.] 

Holmes et al. suggests grouping the connections between AI and education under four headings: “Learning with AI”, “Using AI to learn about learning”, “Learning about AI” and “Preparing for AI”. The table below systematizes the information from the Council of Europe’s report under these headings[footnoteRef:17]: [17:  Holmes, Wayne; Persson, Jen; Chounta, Irene-Angelica; Wasson, Barbara; Dimitrova, Vania. Artificial Intelligence and Education: A critical view through the lens of human rights, democracy and the rule of law. Strasbourg: Council of Europe, 2022, p. 18 ss.] 


	HEADING
	DESCRIPTION

	
Learning with AI
	The use of AI-driven tools in teaching and learning. It includes i) the use of AI to support learners directly, involving tools such as those known as intelligent tutoring systems, dialogue-based tutoring systems, exploratory learning environments, automatic writing evaluation, learning network orchestrators, chatbots and AI to support learners with disabilities; ii) the use of AI to support administrative systems (such as recruitment, timetabling and learning management); iii) the use of AI to support teachers directly (although, with the exception of smart curation of learning materials, there are few examples).

	Using AI to learn about learning
	The use of data to learn about how learners learn, learning progression, or which learning designs are effective – the aim being to inform learners’, teachers’ or other stakeholder practices, or to support admissions, retention of students and program planning. This is usually known as learning analytics or educational data mining.

	

Learning and preparing about AI
	Learning about AI: increasing the AI knowledge and skills of learners of all ages (that is, from primary education, through secondary, to tertiary) and their teachers, covering the techniques of AI (e.g. machine learning) and technologies of AI (e.g. natural language processing), together with the statistics and coding on which it all depends. It is also called “AI literacy: the technological dimension”.
Preparing about AI: ensuring that all citizens are prepared for the possible impacts of AI on their lives – helping them to go beyond the hype in order to understand issues such as AI ethics, data biases, surveillance, and the potential impact on jobs. It is also called “AI literacy: the human dimension”.






2. Please provide specific evidence of the known impact of AI tools and systems on learners and teachers and on education systems. For example, how does the use of AI affect: persons with special learning needs, learners with different linguistic and cultural backgrounds, women and girls; access to education of populations marginalized or underserved due to ethnicity, socio-economic status, displacement and other factors; human interaction between teachers and students; students’ and teachers’ human rights, privacy, safety, engagement, agency and critical thinking; perpetuation of stereotypes and inequalities; the type of information or disinformation that learners and educators are exposed to; g. assessment of learning; h. education management.


[bookmark: _Hlk167181600]The cited late 2022 report by Holmes et al. for the Council of Europe refers to several challenges concerning AI in education. The table below was prepared to organize and systematize these challenges[footnoteRef:18]: [18:  Holmes, Wayne; Persson, Jen; Chounta, Irene-Angelica; Wasson, Barbara; Dimitrova, Vania. Artificial Intelligence and Education: A critical view through the lens of human rights, democracy and the rule of law. Strasbourg: Council of Europe, 2022, p. 33-40.] 


	CHALLENGE
	DESCRIPTION

	
Simplistic approach to teaching and learning
	Despite leveraging advanced technologies, many commercial AI tools in education adopt a simplistic approach to teaching and learning, ignoring innovations in pedagogy such as deep learning, guided discovery learning, productive failure, project-based learning, and active learning. These tools often follow a behaviorist or instructionist model, focusing on spoon-feeding pre-specified content tailored to individual achievements to avoid failure. This approach prioritizes memorization over critical thinking, undermining learner agency and robust learning.

	Ineffective and harming E-proctoring tools
	AI-driven e-proctoring tools, which gained popularity during the pandemic, have been criticized for being intrusive, racially discriminatory, and exacerbating mental health problems without significantly reducing cheating or improving attainment.

	
Limited personalized learning
	While AI can create individualized pathways through educational materials, it often leads to the same fixed learning outcomes for all students. True personalization should help each learner achieve their potential, enhance their agency, and support collaboration and social interaction aspects of learning, which current commercial AI tools reportedly fail to address.

	
Harming / unfair predictive analytics
	AI is also used beyond the classroom to inform educational management, such as predictive analytics for student recruitment and retention. While AI can identify students at risk of dropping out, it may also be overly intrusive, compromising privacy and potentially having punitive effects. For instance, using social network posts alongside school records to monitor attendance and retention may not meet data minimization requirements and could lead to unfair profiling of students.

	
Impacts on the developing brain
	The use of biometric data to influence the behavior of children, whose mental processes, values, and attitudes are not yet fully formed, can be detrimental to the development of human cognition and the developing brain

	

Undermined children agency and the collection of intimate data
	When using AI tools, learners may have less actual control over their learning, the data that their interactions with the system produce, or ownership of any outcome. Children are particularly vulnerable since they do not have the same capacity as adults to understand issues such as bias and fairness, to give genuinely informed consent, or to understand or contest the effects of AI-based recommendations and predictions on their lives. The narrative of child-centered learning in the guise of personalized learning is challenged by the collection of intimate data. The increasing use of digital devices to interact with and aim to influence children’s behavior can also be hard for children to comprehend. 

	

Undermined parental agency and involvement
	Technology in education is difficult for parents as well, as it is outside their immediate experience of the classroom. The complexity of the implications of the use of AI tools is beyond what can be expected of parents.
The design of how AI tools work in the classroom and the outcomes of AI applications can influence how children think and learn, and how they access and evaluate knowledge. During child development, parents expect to be involved in a process that is shared between the educational setting and the home; yet, AI decisions in education challenge the traditional role of parents.

	

Limited applications for children with disabilities
	Children with disabilities, irrespective of the nature of their impairment, are disproportionately disadvantaged when using digital technologies. Nonetheless, AI approaches are increasingly being used to support children with disabilities; for example, to diagnose dyslexia, attention deficit hyperactivity disorder and autism spectrum disorder, and to include children with neurodiversity.
Applications not originally designed for education such as text to speech, speech to text, predictive text, spell checkers and search engines, have been repurposed as assistive technologies. However, repurposing is not always successful. For example, the ambient noise in classrooms often impedes proper speech recognition.

	

High-risk AI applications (concerns over child development, risks of biases and discrimination, and potential misuse or nonconsensual use of data)
	AI systems intended to assess students and to be used by children in ways that have a significant impact on their personal development, including personalized education, are considered as “high-risk” “in relation to data and data governance, documentation and recording keeping, transparency and provision of information to users, human oversight, robustness, accuracy, and security.
Learners’ learning and attendance data are being repurposed in ways for which the data was never designed, and usually without consent (as proxies for mental health risks, for example).
Moreover, conventional uses of AI for teaching and learning, which involves profiling patterns of behavior or attainment scoring to make predictions, can have a significant effect on the mental or emotional state of the developing child.
Furthermore, the computational learner modelling employed by many AI tools often uses profiles or stereotypes to predict academic performance and identify learners for early interventions. This approach can lead to discrimination and biases.

	Potentially harmful or unethical AI identification of the learner’s emotional state
	AI might identify a learner’s emotional (affective) state, in order to help move them from a negative to a positive affective state, which is thought to enhance learning. However, these states are often measured simplistically or by intrusive and unproven technologies. There are critical concerns regarding exactly how the affect is detected, what the impact is on future learning, educational decisions, and even mental health, and whether such practice is ethical.

	

AI monitoring for digital safeguarding: issues with privacy, informed consent, freedom of expression 
	AI-based tools for digital safeguarding have become commonplace in UK and US schools, significantly increasing the surveillance of children's online activities. These tools monitor and filter on-screen content, communications, and web searches, blocking URLs and recording attempted searches. AI systems analyze children's typed content in real-time, comparing it against extensive language libraries to identify risks such as radicalization, extremism, self-harm, and threats to others, subsequently flagging and creating covert profiles without informed consent. "School safeguarding" companies now market these surveillance tools as beneficial for transitioning into workplace productivity enhancements. Such tools can interfere with children's rights to access information and make informed choices and lead to many consequences in behavior. Moreover, increased school security measures can make learners feel less safe and prompt them to alter their behavior to protect their privacy and freedoms. Additionally, harms from predictive AI can affect both individuals and communities. 



*        *        *

[bookmark: _Hlk167181928]The 2023 UNESCO report on technology and education points to different implications of AI for education. As repetitive tasks become automated, the focus of education will shift to developing higher-order thinking skills. Moreover, if written assignments no longer indicate mastery of certain skills, new assessment methods will be necessary. The role of teachers will also need to adapt, as AI takes on some teaching tasks, requiring shifts in teacher preparation and practices.[footnoteRef:19] Also, teacher training programs may need adjustments for new methods of assigning homework and assessments in the light of generative AI.[footnoteRef:20] [19:  UNESCO. Global Education Monitoring Report 2023: Technology in education – A tool on whose terms?. Paris: UNESCO, 2023, p. 12.]  [20:  UNESCO. Global Education Monitoring Report 2023: Technology in education – A tool on whose terms?. Paris: UNESCO, 2023, p. 13.] 

While many technologies previously promoted as transformative did not live up to expectations, the sheer growth in computing power behind generative AI raises the question of whether this technology could be a turning point. Despite its potential, the impact of AI on education remains uncertain. The novelty of learning with chatbots may fade, and AI tools may not significantly improve learning outcomes.[footnoteRef:21]  [21:  UNESCO. Global Education Monitoring Report 2023: Technology in education – A tool on whose terms?. Paris: UNESCO, 2023, p. 13.] 

The UNESCO report particularly refers to how the spread of generative AI could make it harder for people to trust information, and easier for people to be deceived, as the lines between reality and invention continue to be blurred. As the content generated by AI improves, people can also become too trusting of AI as a source of information.[footnoteRef:22] Another risk concerns pernicious algorithms with biased design. In the United Kingdom, when examinations were suspended due to Covid-19, algorithms were used to predict scores. Public school students received grades lower than what they expected and lower than those in smaller private schools, leading to questions about the accountability and ethics of such predictive systems.[footnoteRef:23]  [22:  UNESCO. Global Education Monitoring Report 2023: Technology in education – A tool on whose terms?. Paris: UNESCO, 2023, p. 12.]  [23:  UNESCO. Global Education Monitoring Report 2023: Technology in education – A tool on whose terms?. Paris: UNESCO, 2023, p. 12, 153.] 

Another concern is with the use of facial recognition systems, cameras and headbands powered by AI in educational settings. These systems can lead to biased, inaccurate evaluations, in addition to the risk of collecting data at the expense of privacy. In China, regulations were introduced by the Cyberspace Administration and the Ministry of Education in 2019 requiring parental consent before cameras and headbands powered by AI are used with students, as well as requiring data to be encrypted. [footnoteRef:24] [24:  UNESCO. Global Education Monitoring Report 2023: Technology in education – A tool on whose terms?. Paris: UNESCO, 2023, p. 12, 153.] 

Considering the different challenges and opportunities raised by AI, the report underscores the importance of a reflective approach to education in an AI-driven world:

	
	
“There is a need to reflect on what it means to be well-educated in a world shaped by AI. Faced with new technology tools, the ideal response is unlikely to be further specialization in technology-related domains; rather, it is a balanced curriculum that maintains if not strengthens and improves the delivery of arts and humanities to reinforce learners’ responsibility, empathy, moral compass, creativity, and collaboration. The implication of intelligent tutoring systems cannot be that AI replaces teachers altogether but that teachers are entrusted with more responsibility than ever to help societies navigate this critical moment. A consensus is forming about the need to enjoy AI’s benefits while eliminating risks from its unchecked use, through regulation relating to ethics, responsibility, and safety.”[footnoteRef:25] [25:  UNESCO. Global Education Monitoring Report 2023: Technology in education – A tool on whose terms?. Paris: UNESCO, 2023, p. 13.] 


	



The UNESCO report’s key messages about technology in education are also worth mentioning. Despite referring to various technologies (some of which relate to AI more directly), they highlight essential considerations that also apply to AI. In this sense, for example, one of the key messages concern the shortage of impartial evidence on the impact of technology (including AI-powered technology). Additionally, the issue of accessibility and the digital divide, where many students are excluded from the benefits of technology, is also a critical concern for AI. The caution against over-reliance on digital inputs without focusing on learning outcomes is also particularly pertinent for AI. Moreover, the call for regulation and quality control in online content production is critical for AI, where ethical considerations and data privacy must be rigorously addressed to protect students' rights and wellbeing. The table below is a facsimile, in its content, of the UNESCO’s report key messages about technology in education[footnoteRef:26]: [26:  UNESCO. Global Education Monitoring Report 2023: Technology in education – A tool on whose terms?. Paris: UNESCO, 2023, p. 3-4.] 

	The UNESCO’s report Key Messages about Technology in Education

	    Good, impartial evidence on the impact of education technology is in short supply.

	· There is little robust evidence on digital technology’s added value in education. Technology evolves faster than it is possible to evaluate it: Education technology products change every 36 months, on average. Most evidence comes from the richest countries. In the United Kingdom, 7% of education technology companies had conducted randomized controlled trials, and 12% had used third-party certification. A survey of teachers and administrators in 17 US states showed that only 11% requested peer-reviewed evidence prior to adoption.
· A lot of the evidence comes from those trying to sell it. Pearson funded its own studies, contesting independent analysis that showed its products had no impact.

	    Technology offers an education lifeline for millions but excludes many more.

	· Accessible technology and universal design have opened up opportunities for learners with disabilities. About 87% of visually impaired adults indicated that accessible technology devices were replacing traditional assistive tools.
· Radio, television, and mobile phones fill in for traditional education among hard-to-reach populations. Almost 40 countries use radio instruction. In Mexico, a program of televised lessons combined with in-class support increased secondary school enrolment by 21%.
· Online learning stopped education from melting down during COVID-19 school closures. Distance learning had a potential reach of over 1 billion students; but it also failed to reach at least half a billion, or 31% of students worldwide – and 72% of the poorest.
· The right to education is increasingly synonymous with the right to meaningful connectivity, yet access is unequal. Globally, only 40% of primary, 50% of lower secondary and 65% of upper secondary schools are connected to the internet; 85% of countries have policies to improve school or learner connectivity.

	    Some education technology can improve some types of learning in some contexts.

	· Digital technology has dramatically increased access to teaching and learning resources. Examples include the National Academic Digital Library of Ethiopia and National Digital Library of India. The Teachers Portal in Bangladesh has over 600,000 users.
· It has brought small to medium-sized positive effects to some types of learning. A review of 23 mathematics applications used at the primary level showed that they focused on drill and practice rather than advanced skills.
· But it should focus on learning outcomes, not on digital inputs. In Peru, when over 1 million laptops were distributed without being incorporated into pedagogy, learning did not improve. In the United States, analysis of over 2 million students found that learning gaps widened when instruction was exclusively remote.
· And it need not be advanced to be effective. In China, high-quality lesson recordings delivered to 100 million rural students improved student outcomes by 32% and reduced urban–rural earning gaps by 38%.
· Finally, it can have detrimental impact if inappropriate or excessive. Large-scale international assessment data, such as that provided by the Programme for International Student Assessment (PISA), suggest a negative link between excessive ICT use and student performance. Mere proximity to a mobile device was found to distract students and to have a negative impact on learning in 14 countries, yet less than one in four have banned smartphone use in schools.

	    The fast pace of change in technology is putting strain on education systems to adapt.

	· Countries are starting to define the digital skills they want to prioritize in curricula and assessment standards. Globally, 54% of countries have digital skill standards but often these have been defined by non-state, mostly commercial, actors.
· Many students do not have much chance to practice with digital technology in schools. Even in the world’s richest countries, only about 10% of 15-year-old students used digital devices for more than an hour per week in mathematics and science.
· Teachers often feel unprepared and lack confidence teaching with technology. Only half of countries have standards for developing teacher ICT skills. While 5% of ransomware attacks target education, few teacher training programs cover cybersecurity.
· Various issues impede the potential of digital data in education management. Many countries lack capacity: Just over half of countries use student identification numbers. Countries that do invest in data struggle: A recent survey among UK universities found that 43% had trouble linking data systems.

	    Online content has grown without enough regulation of quality control or diversity.

	· Online content is produced by dominant groups, affecting access to it. Nearly 90% of content in higher education repositories with open education resource collections was created in Europe and Northern America; 92% of content in the OER Commons global library is in English. Massive open online courses (MOOCs) mainly benefit educated learners and those from richer countries.
· Higher education is adopting digital technology the fastest and being transformed by it the most. There were over 220 million students attending MOOCs in 2021. But digital platforms challenge universities’ role and pose regulatory and ethical challenges, for instance related to exclusive subscription deals and to student and personnel data.

	    Technology is often bought to plug a gap, with no view to the long-term costs…

	· …for national budgets. The cost of moving to basic digital learning in low-income countries and connecting all schools to the internet in lower-middle-income countries would add 50% to their current financing gap for achieving national SDG 4 targets. Money is not always well spent: Around two-thirds of education software licenses were unused in the United States.
· …for children’s well-being. Children’s data are being exposed, yet only 16% of countries explicitly guarantee data privacy in education by law. One analysis found that 89% of 163 education technology products recommended during the pandemic could survey children. Further, 39 of 42 governments providing online education during the pandemic fostered uses that risked or infringed on children’s rights.



One of the elements of the table above refers to a negative link between excessive use of information and communication technology (ICT) and student performance. This is particularly examined by chapters 4 and 8 of the UNESCO report. 
In contrast to digital technology’s potential to improve education, the UNESCO report summarized evidence according to which student use of devices beyond a moderate threshold can have a negative impact on academic performance. This is mostly linked to increased distraction and time spent on non-academic activities during learning hours. Incoming notifications or the mere proximity of a mobile device can be a distraction. Students with smartphones in classrooms engage in non-school-related activities, and this affects recall and comprehension. After engaging in a non-academic activity, it can take students up to 20 minutes to refocus on what they were learning. Negative effects can also derive from the use of personal computers for non-academic activities during class. Moreover, studies on teacher perceptions of the use of tablets and phones highlight difficulties in classroom management.[footnoteRef:27] [27:  UNESCO. Global Education Monitoring Report 2023: Technology in education – A tool on whose terms?. Paris: UNESCO, 2023, p. 83.] 

Apart from disruptions and negative impacts on academic performance and classroom management, the use of technology is also associated with negative impacts on physical and mental well-being and increased susceptibility to online risks and harms, which affect academic performance in the long term. The UNESCO report summarized evidence according to which increases in screen time negatively affected diet (e.g. eating self-regulation), sleep, mental health, among others:

	
	
“Concerns about screen time were discussed well before the advent of computers and screen-based digital devices. But earlier studies’ results were often inconclusive because of the self-reporting of screen time, which can be affected by recall errors and bias (Wong et al., 2021). More recent studies tend to report negative impacts in various domains. A review of 89 studies on screen time in various countries and regions suggests that while all age groups recorded increases in screen time, primary school children had the biggest daily increase (by 1 hour and 23 minutes), followed by adults (58 minutes), adolescents (55 minutes), and children under 5 (35 minutes). The increases negatively affected diet (e.g. eating self-regulation), sleep, mental health, and eye health (Trott et al., 2022).
In the United Kingdom, some estimates suggest that 40% of 11- to 16-year-olds had experienced back or neck pain and 15% of parents said this likely resulted from the use of laptops, tablets, or computers (Sayer Clinics, 2014). A report based on the findings of 12 systematic reviews found an association between more screen time and a less healthy diet, a higher energy intake, and more pronounced indicators of obesity. More than 2 hours a day of screen time is associated with more depressive symptoms, poorer educational outcomes, loss of sleep, and fitness. Children and youth between the ages of 11 and 24 were spending approximately 2.5 hours on the computer, 3 hours on their phone, and 2 hours on the television per day (Viner et al., 2019).
Analysis of a large sample of young people aged between 2 and 17 in the United States showed that higher screen time was associated with poorer well-being; less curiosity, self-control, and emotional stability; higher anxiety; and depression diagnoses. Some of these associations were larger for adolescents than young children (Twenge and Campbell, 2018). A study of early childhood development among 2,441 mothers and children in the Canadian province of Alberta found that higher levels of screen time in children aged 24 and 36 months were associated with worse development outcomes at 36 and 60 months, respectively (Madigan et al., 2019). A similar result was reported in a study of 52 children aged 3 to 5, which used brain scans to analyze brain structure according to each child’s digital media use. It found that higher media use was associated with lower cortical thickness and sulcal depth. These two characteristics are linked to language development, reading skills, and social skills, such as complex memory encoding, empathy, and understanding facial and emotional expression (Hutton et al., 2022).
Experts are increasingly calling for public interventions and limits to screen time (Nagata et al., 2022). A meta-analysis covering 12 cohort studies and 15 cross-sectional studies on a sample of 25,000 children aged between 6 and 18 years argued for public interventions to promote outdoor activities to reduce the risk of myopia (Duraipandy et al., 2021). An experimental study on two sets of grade 6 students from a school in the US state of California found that those who went on a trip to a nature camp and were not allowed to use any type of digital device did substantially better at interpreting human emotions than those who continued spending time on digital devices (Uhls et al., 2014).” [footnoteRef:28] [28:  UNESCO. Global Education Monitoring Report 2023: Technology in education – A tool on whose terms?. Paris: UNESCO, 2023, p. 157.] 


	



*        *        *

There are several serious reasons to be concerned with the impacts of smartphones and social media on education.
The business model of the major technology and social media companies have been described as transforming the time people spend on their applications into revenue in two fundamental ways: i) the more time human beings spend on the screen, the more advertisements they see, with advertisers paying the technology companies to be seen; ii) each person online activity is monitored, tracked, and measured by these companies, who then use this data to build artificial intelligence models that predict their actions, including their consuming behavior. Of course, this business model thrives the more time people spend staring at screens (and not meeting up with friends and family away from the screen, for instance).[footnoteRef:29] [29:  See, e.g., HARI, Johann. Stolen focus: why you can’t pay attention, and how to think deeply again. New York: Crown, 2022 (ebook version, chapter “Cause Six: The Rise of Technology That Can Track and Manipulate You”) (quoting Tristan Harris, former Google ethicist, and Aza Raskin, the inventor of the infinite scroll feature; both are now part of an international effort to raise public awareness about the negative effects of persuasive technology and social media). See, also: HAIDT, Jonathan. The anxious generation: how the great rewiring of childhood is causing an epidemic of mental illness. New York: Penguin Press, 2024 (eBook version) (“How do we consume as much of your time and conscious attention as possible?” That’s Sean Parker, the first president of Facebook, in a 2017 interview. The apps need to “give you a little dopamine hit every once in a while, because someone liked or commented on a photo or a post or whatever. And that’s going to get you to contribute more content, and that’s going to get you . . . more likes and comments.” He said that he, Mark Zuckerberg, Kevin Systrom (cofounder of Instagram), and others “understood this consciously. And we did it anyway.” He also said, “God only knows what it’s doing to our children’s brains.” Why would anyone treat their customers that way? Because the users are not really the customers for most social media companies. When platforms offer access to information or services for free, it’s usually because the users are the product. Their attention is a precious substance that companies extract and sell to their paying customers—the advertisers.”); ZUBOFF, Shoshana. The age of surveillance capitalism: the fight for a human future at the new frontier of power. New York: PublicAffairs, 2019 (ebook version) (“Google and other surveillance platforms are sometimes described as 'two-sided' or 'multi-sided' markets, but the mechanisms of surveillance capitalism suggest something different. Google had discovered a way to translate its nonmarket interactions with users into surplus raw material for the fabrication of products aimed at genuine market transactions with its real customers: advertisers. The translation of behavioral surplus from outside to inside the market finally enabled Google to convert investment into revenue. The corporation thus created out of thin air and at zero marginal cost an asset class of vital raw materials derived from users’ nonmarket online behavior”).] 

In 2017, Mr. Sean Parker, Facebook’s first president, made disturbing comments about the company’s search for people’s time and attention: “The thought process that went into building these applications, Facebook being the first of them, was all about: ‘How do we consume as much of your time and conscious attention as possible?’.” “And that means that we need to sort of give you a little dopamine hit every once in a while, because someone liked or commented on a photo or a post or whatever. And that's going to get you to contribute more content, and that's going to get you ... more likes and comments.” “It's a social-validation feedback loop […] exploiting a vulnerability in human psychology.” “The inventors, creators — it's me, it's Mark [Zuckerberg], it's Kevin Systrom on Instagram, it's all of these people — understood this consciously. And we did it anyway.” “God only knows what it's doing to our children's brains.”[footnoteRef:30] [30:  ALLEN, Mike. Sean Parker unloads on Facebook: “God only knows what it's doing to our children's brains”. Axios, 9 Nov. 2017; SILVERMAN, Ellie. Facebook’s first president, on Facebook: ‘God only knows what it’s doing to our children’s brains’. The Washington Post, 9 Nov. 2017.] 

In the 2024 book “The Anxious Generation: How the Great Rewiring of Childhood Is Causing an Epidemic of Mental Illness”, north-American professor and social psychologist Jonathan Haidt explores the mental health crisis among young people born after 1995, known as Gen Z. Haidt argues that technological advancements, particularly smartphones and social media, have fundamentally rewired childhood and adolescence, leading to an epidemic of anxiety, depression, and other mental health issues.[footnoteRef:31] [31:  HAIDT, Jonathan. The anxious generation: how the great rewiring of childhood is causing an epidemic of mental illness. New York: Penguin Press, 2024 (eBook version).] 

Haidt outlines the sharp increase in mental health problems among adolescents starting in the early 2010s. He provides data showing significant rises in anxiety, depression, and self-harm. Haidt attributes this trend in mental health problems to the widespread adoption of smartphones and social media, which disrupts traditional forms of childhood development and exacerbates feelings of inadequacy and social isolation. The author emphasizes that free play, crucial for child development, has dramatically declined since the 1980s. Fearful and overprotective parenting has limited children's opportunities for unsupervised play, leading to a loss of essential social and physical development experiences. The introduction of smartphones and social media around 2010 fundamentally altered the landscape of childhood. These technologies, designed to maximize engagement, have disrupted development and wellbeing by reducing face-to-face interactions and physical activities.[footnoteRef:32] Artificial intelligence is a central part of this maximization of engagement with the virtual world; in the words of Haidt: [32:  HAIDT, Jonathan. The anxious generation: how the great rewiring of childhood is causing an epidemic of mental illness. New York: Penguin Press, 2024 (eBook version).] 

	
	
“[O]ne way that companies get users to spend more time on their apps is by using artificial intelligence to select what to put into a user’s feed. Based on the time users spend viewing different kinds of content, AI then serves them more such content. This is why short-form video platforms like TikTok and Instagram Reels are said to be so addictive: Their algorithms are able to quickly detect whatever it is that makes users pause as they scroll, which means they can pick up on unconscious wishes and interests that the user may not even be aware of, leading a minor to be served inappropriate sexual content, for example.” [footnoteRef:33] [33:  HAIDT, Jonathan. The anxious generation: how the great rewiring of childhood is causing an epidemic of mental illness. New York: Penguin Press, 2024 (eBook version).] 


	



When examining the impact of smartphones and social media on young people's mental health, Haidt identifies four foundational harms: social deprivation, sleep deprivation, attention fragmentation, and addiction. The author also highlights the gender-specific effects of social media, noting that it disproportionately harms girls by exacerbating issues of social comparison and cyberbullying. Boys, on the other hand, are more affected by video games and pornography, leading to different yet equally concerning developmental issues.[footnoteRef:34] [34:  HAIDT, Jonathan. The anxious generation: how the great rewiring of childhood is causing an epidemic of mental illness. New York: Penguin Press, 2024 (eBook version).] 

Haidt acknowledges that the internet is a boon to education, citing “the profound global good” done by platforms such as the Khan Academy, the use of the internet by students to do research, and the use of the internet by teachers for innovative lessons, demonstrations, and videos.[footnoteRef:35] The author also acknowledges that digital platforms can offer fun and entertainment, and even unique benefits for specific groups such as sexual minority youth and those with autism, where some virtual communities can help soften the pain of social exclusion in the real world. However, Haidt argues, “unlike the extensive evidence of harm found in correlational, longitudinal, and experimental studies, there is very little evidence showing benefits to adolescent mental health from long-term or heavy social media use.”[footnoteRef:36] [35:  HAIDT, Jonathan. The anxious generation: how the great rewiring of childhood is causing an epidemic of mental illness. New York: Penguin Press, 2024 (eBook version) (“Of course, the internet itself is a boon to education; just think about the profound global good done by a platform like Khan Academy. Look at how Khan Academy is now using AI to give every student their own personal tutor, and every teacher their own assistant. Furthermore, students need the internet to do research, and teachers need the internet for many innovative lessons, demonstrations, and videos. Schools should help students learn to code and to use technology that expands their abilities, from statistical software through graphic design and even ChatGPT. So I would never say that we need internet-free schools or students. It’s the personal devices that students carry with them throughout the school day that have the worst cost-benefit ratio. Students’ phones are loaded with apps designed to catch the attention of young people, pinging them with notifications calling them out of class and into their virtual worlds. That’s what is most disruptive to learning and relationships. Any school whose leaders say that they care about fostering belonging, community, or mental health, but that hasn’t gone phone-free, is standing on a whale, fishing for minnows.”).]  [36:  HAIDT, Jonathan. The anxious generation: how the great rewiring of childhood is causing an epidemic of mental illness. New York: Penguin Press, 2024 (eBook version).] 

To reverse the negative trends he describes, Haidt calls for a return to a more balanced approach to childhood, combining the benefits of technology with essential elements of play, physical activity, and real-world social interactions. He believes that public authorities and digital companies should be pressured to change their platforms, but emphasizes that the main actions must come from families themselves. He advocates for delaying smartphone use until age 14 and social media access until age 16, implementing phone-free schools, and encouraging autonomy and free play during childhood. Haidt stresses the need for collective action from parents, educators, policymakers, and technology companies to create a healthier environment for children.[footnoteRef:37] [37:  HAIDT, Jonathan. The anxious generation: how the great rewiring of childhood is causing an epidemic of mental illness. New York: Penguin Press, 2024 (eBook version).] 

Critics of Haidt's work argue, for instance, that his work fails to establish a definitive cause-and-effect relationship between hyperconnectivity and mental health disorders. They point out, v.g., that during the 2010s, the period on which Haidt bases his observations and research, the World Health Organization recorded a downward trend in adolescent suicide rates in several of the countries he discusses.[footnoteRef:38] This and other counterpoints to Haidt’s arguments are summarized in the following table[footnoteRef:39]: [38:  See, LEVITZ, Eric. What the evidence really says about social media’s impact on teens’ mental health. Vox, 12 April 2024; RODRIGUES, Leonardo. ‘The Anxious Generation’: o livro que tira o sono dos pais. Nexo Jornal, 19 April 2024.]  [39:  Based on information from: LEVITZ, Eric. What the evidence really says about social media’s impact on teens’ mental health. Vox, 12 April 2024.] 

	“The case against smartphones”
	“The case against the case against smartphones”

	Erosion of Psychological Well-Being: Since 2010, there has been a significant increase in the rates of depression, anxiety, self-harm, and suicide among teens in the US and other wealthy nations.
	No Clear International Increase: Critics argue that there is no clear evidence of an international increase in mental illness among young people, and that suicide rates in many countries have actually decreased.

	Correlation Between Social Media Use and Mental Health: Surveys show a correlation between heavy social media use and increased anxiety and depression, particularly among girls.
	Weak Correlation in Surveys: The empirical literature shows a weak to nonexistent association between screen time and mental health. Other factors account for most of the variation in mental health outcomes.

	Experimental Evidence of Causality: Experiments where college students abstain from social media show improved psychological well-being, while forced consumption leads to worse mental health.
	Methodological Flaws in Experiments: Experimental evidence is weak and unreliable due to methodological issues, such as participants dropping out if abstaining from social media negatively affects them.

	Natural Experiments with High-Speed Internet: Areas with better access to high-speed internet see a decline in teens' psychological well-being.
	Contradictory Larger-Scale Data: Larger-scale studies, like those examining broadband access in 202 countries, do not consistently show a link between internet access and negative mental health outcomes.

	Gender Gap in Mental Health: Girls, who are more prolific users of social media, have experienced a more significant increase in mental health problems since 2012 compared to boys.
	Changes in Social Norms and Coding Practices: Critics point out that changes in social norms and hospital coding practices can distort data on mental health trends, questioning the actual existence of a crisis.

	Screen Time Displaces Healthy Activities: Phones take up most of young people's leisure time, displacing sleep, exercise, and face-to-face interactions, which are essential for healthy development.
	Moral Panic and Diagnostic Inflation: Critics argue that Haidt's claims reflect humanity's perennial anxieties about new technologies, and the apparent increase in diagnoses may result from diagnostic inflation and destigmatization efforts.



Among the critics, in late March 2024 psychologist Candice Odgers published a critical review of Haidt’s book in the famous scientific journal Nature. This was followed by a response by Haidt on 9 April 2024.[footnoteRef:40]  [40:  ODGERS, Candice L. The great rewiring: is social media really behind an epidemic of teenage mental illness?. Nature, 29 March 2024; HAIDT, Jonathan. Yes, Social Media Really Is a Cause of the Epidemic of Teenage Mental Illness. After Babel, 9 April 2024.] 

Haidt argued that while skepticism about new trends affecting youth is common and often justified, there are cases where alarms are warranted, such as with teen smoking and drunk driving. He believes social media is another valid concern. Regarding evidence of causation, Haidt highlights longitudinal and experimental studies showing that social media use can negatively impact mental health, particularly among girls. Examples include studies where reduced social media use led to improved mental health. Moreover, he lists several experimental studies demonstrating causation. For instance, one study found that deactivating Facebook improved well-being. Another study showed that reducing social media use and increasing physical activity decreased depressive symptoms.[footnoteRef:41] He also references quasi-experiments, such as the staggered rollout of broadband in Spain, which linked high-speed internet access with increased mental health issues among adolescent girls.[footnoteRef:42] [41:  HAIDT, Jonathan. Yes, Social Media Really Is a Cause of the Epidemic of Teenage Mental Illness. After Babel, 9 April 2024.]  [42:  HAIDT, Jonathan. Yes, Social Media Really Is a Cause of the Epidemic of Teenage Mental Illness. After Babel, 9 April 2024.] 

Haidt’s response further emphasizes the importance of qualitative evidence, citing testimonies from Gen Z members who link social media to their mental health struggles. Additionally, Haidt critiques Odgers' alternative explanation, which attributes the mental health crisis to broader social issues like racism and economic hardship. He argues that this theory does not align with the timing or international scope of the mental health crisis. The rise in mental health issues beginning around 2012 does not correlate with the aftermath of the 2008 financial crisis, as mental health remained stable during the crisis and worsened during economic recovery. Besides, the mental health crisis occurred simultaneously in various countries, including those without the same social problems as the US. Also, there is data that the increase in mental health issues is not limited to low-income families.[footnoteRef:43] [43:  HAIDT, Jonathan. Yes, Social Media Really Is a Cause of the Epidemic of Teenage Mental Illness. After Babel, 9 April 2024.] 

Haidt advocates for immediate action to reduce social media use among teens, reaffirming four specific norms to protect youth mental health: i) no smartphones before high school (as a norm, not a law; parents could give younger kids flip phones, basic phones, or phone watches); ii) no social media before 16 (as a norm that would be more effective if supported by laws); iii) phone-free schools (v.g. by using phone lockers or Yondr pouches for the whole school day, so that students can pay attention to their teachers and to each other); iv) more independence, free play, and responsibility in the real world. These measures are low-cost and could prevent further mental health decline. Haidt argues that even if his theory is wrong, the proposed measures (reducing social media use, increasing physical activity, etc.) are unlikely to harm children and could have other benefits. He also argues that given the evidence, action should be taken now to mitigate the impact of social media on adolescent mental health rather than waiting to address broader social issues that may not directly correlate with the crisis.[footnoteRef:44] [44:  HAIDT, Jonathan. Yes, Social Media Really Is a Cause of the Epidemic of Teenage Mental Illness. After Babel, 9 April 2024.] 


*        *        *

The concerns raised throughout this report underscore the importance of critically examining the impact of artificial intelligence and related technologies on education, human rights, and the overall well-being of students, families, and educators. The involvement of entities such as UNESCO, which has also expressed significant concern over the use of AI in educational systems and the evidence about negative effects of smartphones and social media, further highlights the global relevance of these issues.
The potential risks associated with AI—ranging from privacy violations and data misuse to negative impacts on mental health and learning outcomes—are not merely hypothetical. The mere possibility that these technologies could harm the health, development, and educational performance of young people necessitates urgent and thorough attention from the United Nations. 
Furthermore, the business practices of technology companies, which are mainly driven by profit and not human wellbeing, raise serious ethical and human rights considerations. The commodification of data, the potential for bias and discrimination, and the erosion of human interaction all demand careful scrutiny. Other significant issues, such as job loss due to AI in education and other areas[footnoteRef:45], were not thoroughly examined in this report. This omission does not imply that these problems are less critical; rather, it reflects the specific focus of this analysis.  [45:  As pointed out even by major AI enthusiasts, while AI has the potential to empower individuals, it also threatens to dislocate many people from their jobs and their sense of purpose. See, e.g., KHAN, Salman. Brave New Worlds: How AI Will Revolutionize Education (and Why That’s a Good Thing). New York: Viking, 2024 (eBook version) (“Introduction”) ("While capable of solving so many problems, AI was also capable of introducing some potential downsides. If this large language model was going to be able to help tutor students, then it was going to be capable of writing essays for them too. What if the new version of GPT managed to be only a crutch for our students, preventing them from developing their own research and writing skills? It also occurred to me that if GPT-4 had the capacity to empower folks by helping them communicate and solve problems, then it also potentially threatened to dislocate many people from their jobs and their sense of purpose.”).] 

[bookmark: _Hlk167184452]In light of the ongoing debate about the impact of artificial intelligence, smartphones, and social media on education and adolescent well-being, it is crucial to approach these technologies with caution. Concerns raised by entities like UNESCO and scholars such as Jonathan Haidt underscore the potential risks these technologies pose, including privacy violations, mental health issues, and the erosion of critical thinking skills. While there is not yet a consensus on the exact causation and extent of harm, the primary question should be whether there is sufficient evidence to deem these technologies safe for children and adolescents. Uncertainties about the safety of these technologies strongly advise a precautionary approach, particularly within educational settings, where the well-being of students must be paramount.
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