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UNICEF input
“Existing and Emerging Sexually Exploitative Practices against Children                in the Digital Environment”
13 May 2024

UNICEF welcomes the opportunity to provide input into the Special Rapporteur’s forthcoming report. Child sexual abuse and exploitation facilitated by digital technologies are significant global concerns, with data highlighting their alarming prevalence and impact. 
Data from UNICEF’s research with ECPAT and INTERPOL shows that between 1-20% of children experienced online sexual abuse in the past year alone, depending on the country. Girls and boys were equally affected, and in most countries, the perpetrator was someone the child already knew. Around one in three children did not tell anyone about this experience, but amongst those who did, most of them spoke to their friends while very few turned to formal reporting mechanisms like helplines or the police.
Online or technology-facilitated child sexual abuse and exploitation presents significant immediate threats and profound long-term mental health implications. This issue encompasses several forms, some of which may intersect, such as the production, sharing and possession of child sexual abuse materials, including computer-generated child sexual abuse materials, grooming for sexual abuse, trafficking for sexual exploitation, and sexual extortion. The recent introduction of AI technology adds a new range of risks for all of these, due to the technology’s novelty (both children/adults are less familiar with the risks) and the scalability.
Children facing discrimination based on sex, disability, or origin, as well as minority and indigenous children, asylum-seeking, refugee and migrant children, LGBTQI+ children, victims of trafficking, and those in alternative care deserve focused attention. For instance, girls face unique challenges and vulnerabilities, including gender-based online harassment, online grooming, and exposure to harmful gender stereotypes and content. Children with disabilities may also face specific risks related to their disabilities. Steps are necessary to make the digital environment safe and to counter any biases that may lead to overprotection or exclusion.

1. A comprehensive child-rights approach 
UNICEF recommends States take a comprehensive approach to tackle child sexual abuse and exploitation facilitated by technologies in line with their obligations under the United Nations Convention on the Rights of the Child and its Optional Protocols and guided by the WeProtect Model National Response. Among other things, States should: 
· Establish high-level multisectoral mechanisms to coordinate and drive national action and enhance cross-border coordination, ensuring regional and international partnerships tackle the cross-jurisdictional nature of online child sexual exploitation and abuse such as common legislative frameworks, mutual legal assistance, joint collection and sharing of evidence, and hotlines/ reporting portals.
· Clearly define child sexual exploitation and abuse in national legislation and ensure comprehensive laws addressing all forms of online child sexual exploitation and abuse including child abuse materials, which are future-proofed against rapidly evolving technologies. 
· Take appropriate steps to prevent, monitor, investigate and punish child rights abuses by businesses.
· Provide children with child-sensitive, age-appropriate, and accessible information in child-friendly language on their rights and reporting and complaint mechanisms, services, and remedies available to them in cases where their rights are violated or abused. This should include information and guidance on the digital platforms where children face risks. Such information should also be provided to parents, caregivers and professionals working with and for children. 
· Support victims/survivors of child sexual abuse and exploitation, providing them with a gender-sensitive and child-friendly continuum of care, including mental health services, and ensuring training for the social service workforce and the necessary funding for national support systems and services.
· Ensure that victims/survivors of child sexual abuse and exploitation have access to justice. This includes making necessary investments in the criminal justice system to embed child-friendly and gender-sensitive justice processes and procedures and strengthening cooperation between justice, child protection and allied systems to respond to cases of abuse and exploitation. National criminal laws and systems should be aligned with international child justice standards for cases where children are alleged, accused, or convicted of offences.
· Provide children, parents, caregivers, and educators with access to inclusive, evidence-informed educational programmes designed to promote social and behavioural change to prevent and address child sexual exploitation and abuse. This includes nationwide initiatives designed to promote healthy relationships in early adolescence, challenge harmful gender norms within communities, reduce bystander apathy, promote help-seeking, and support young people to provide effective support to peers who disclose abuse. Children, parents, caregivers, and educators should also be actively engaged in shaping and providing feedback on policies and programmes.
· Invest in national research and bolster the efficiency of administrative data systems and monitoring and evaluation to guide national actions. 
· Address the structural drivers of child sexual abuse and exploitation, including poverty and inequality, and take measures to provide inclusive, gender, disability, and age-sensitive social protection to mitigate risk.
UNICEF calls for businesses to respect children’s rights in relation to the digital environment in line with the UN Guiding Principles on Business and Human Rights by embedding child rights considerations across business digital policies and practices. Specific measures to prevent child sexual exploitation and abuse facilitated by technologies include:
· Developing, adopting, and implementing a comprehensive set of policies and procedures on prevention, remediation, referrals, detection, reporting, blocking, and removal of child sexual abuse material, and providing training and capacity building for personnel for effective implementation. 
· Investing in ethical research to identify and assess potential risks and solutions. The research should be aligned with international standards ensuring the safety and dignity of research participants, with specific safeguards for children.
· Releasing periodic transparency reports with metrics on actions taken regarding all forms of online child sexual exploitation and abuse. Transparency reports should provide disaggregated data whilst ensuring the privacy and safety of users.
· Developing and adopting innovative technologies to tackle all forms of online child sexual exploitation and abuse to make online spaces and platforms safer.
· Playing an active role in national and regional multisectoral initiatives.
· Supporting the development of evidence-informed educational interventions for parents, caregivers, children, and adolescents.
Together with the ITU, UNICEF has recently launched an online training for industry on child rights and business in the digital environment. This includes a module focused on tackling online child sexual exploitation and abuse. 

2. Gaps and challenges
Effective social services and law enforcement are a major challenge in many countries. Social services – including community-based systems – struggle to support children and families at risk and child victims due to limited capacity and funding. This includes a limited understanding of how digital technologies are being used to harm children and ways to support children in dealing with the unique dimensions of online abuse. Limited resources, outdated technology, and insufficient specialised training hinder the ability of law enforcement agencies to investigate and apprehend perpetrators, including in familial situations, leaving children vulnerable to continued abuse and without access to justice. 
Nascent or limited mental health services result in children not receiving the short- and long-term support they may need to recover. Inadequate coordination between different stakeholders can result in fragmented responses. Legal barriers and jurisdictional issues can hinder investigations and prosecutions, particularly for cross-border cases. The rapid development of digital technologies has outpaced legislative and regulatory frameworks, making it challenging to address emerging threats effectively. 
Harmful social norms about sex, sexual abuse, gender, and disability coupled with the absence of space in public discourse to reflect and challenge prevailing norms, can discourage victims and survivors from speaking up about abuse as well as hinder the efforts of duty-bearers to prevent and respond.
[bookmark: _Hlk148536225]Moreover, a lack of national evidence on what children are experiencing in the digital environment and if and how duty-bearers are adequately responding is a barrier to taking effective action that responds to the right contextual needs. 
Systemic challenges within digital platforms and services contribute to the problem. These challenges include the need for more robust and responsive reporting mechanisms and content moderation systems, as well as careful consideration of system design. While intended to improve user experience, algorithms designed to sustain user engagement may promote harmful content and behaviours. The rise of AI-driven technology introduces new risks as manipulated or artificially generated content can deceive and harm children. The decreasing investment in Trust and Safety teams within the technology industry further compounds these issues.

3. Aligning legislative frameworks with international standards
UNICEF has developed a global guide for States on improving legislative frameworks to protect children from online sexual exploitation and abuse in accordance with international and regional conventions, general comments and guidelines of treaty bodies, model laws and good practices. 
The criminalisation of online sexual exploitation and abuse forms part of a State party’s obligation to protect children under Article 34 of the Convention on the Rights of the Child while the Optional Protocol to the Convention on the Rights of the Child on the Sale of Children, Child Prostitution and Child Pornography, requires States parties to ensure as a minimum that certain acts and activities are criminalised. Part 6 of the guide sets out the offences relating to online sexual exploitation and abuse which States parties are either required to integrate into their legislative frameworks or which are recommended under international and regional standards. It covers offences relating to the production, offering, distribution, dissemination, importing and exporting of child sexual abuse material, accessing, or interacting with child sexual abuse material online, online sexual extortion of a child, online grooming of a child, offences to account for new or emerging issues such as ‘cyberflashing’ and ‘cyberstalking’ and complex issues such as “self-generated” sexual material.
Of particular relevance to the Special Rapporteur’s call for input, Part 7 of the guide addresses the duties and responsibilities of businesses and the private sector in protecting children from online sexual exploitation and abuse. Businesses providing content rights, connectivity, user interfaces and online services (for example, e-commerce, entertainment, search services, social and community platforms, cloud and other e-services) are key stakeholders in the digital environment and are integral to protecting children from online child sexual exploitation and abuse. Enabling platforms, advertising services and managed bandwidth and content delivery providers also play an important role. The guide emphasises the need to place child rights at the core of developing legislation and examines approaches to online safety in legislative reforms and proposals in Australia and the UK, respectively. It also addresses issues such as age assurance, notice and takedown procedures and the detection, blocking and removal of child sexual abuse materials.
Article 39 of the Convention on the Rights of the Child requires States parties to ‘take all appropriate measures to promote physical and psychological recovery and social reintegration of a child victim.’ The Optional Protocol to the Convention on the Rights of the Child on the Sale of Children, Child Prostitution and Child Pornography further provides that States parties shall ensure that all child victims have access to adequate procedures to seek compensation for the offences committed against them. Part 9 of the guide examines what should be provided in terms of support services and how children can access compensation through the justice system or State-run compensation schemes, as well as their limitations.

4. Integrating children’s rights considerations into business operations and activities 
UNICEF and child rights experts have developed resources to help companies assess and integrate child rights considerations into their business operations and activities. Child rights impact assessments can support a comprehensive and targeted human rights due diligence (HRDD) process by identifying and assessing actual or potential impacts on children. 
Although HRDD has been primarily voluntary in the past, recently passed regulations such as the EU Digital Services Act and UK Online Safety Act now require companies to conduct risk assessments to identify and assess the risks to people. While these regulations do not require child rights impact assessments, they require companies (including online platforms and digital service providers) to consider specific children’s rights and/or risks to children such as the right to health or risks to children arising from exposure to harmful content online. This presents an opportunity to formalise the consideration of child rights issues in companies’ broader HRDD and risk assessment processes.
The evolving regulatory environment also emphasises the need for robust methodologies, guidance, resources and/or tools with which to carry out child rights impact assessments (‘CRIAs’) that are aligned with policy developments and are in synergy with companies’ broader risk assessment processes. 
To date, there has been limited guidance on how to assess child rights impacts in a digital environment, and few CRIAs have been made public. UNICEF is currently developing global guidance on Child Rights Impact Assessments (CRIA) in the digital environment that supports the robust integration of child rights within business efforts to conduct human rights due diligence. This project aims to clarify how and why to conduct CRIAs, build CRIA capacity among diverse industry players, and promote the widespread adoption of CRIA processes in relation to the digital environment. The Toolkit will be launched in late 2024.
Recent UNICEF publications with particular applicability to the assessment of child rights in the digital environment include: 
· Child Safeguarding Toolkit for Business (2018)
· Children and Digital Marketing Toolkit (2018)
· Online Gaming and Children’s Rights: Assessing Impact on Children (2020)
· Children’s Online Privacy & Freedom of Expression: Industry Toolkit, 2nd edition (2018)
· Guidelines for Industry on Child Online Protection (2020)
· Policy Guidance on AI for Children (2021)
· Responsible Innovation in Technology for Children (RITEC) (2022)

5. Relevant examples
· Meaningfully engaging children to shape regional action: The first ASEAN ICT Forum on Child Online Protection was convened in November 2022, hosted by the Royal Government of Cambodia. To ensure that the voices of children were given significant importance and that child participation played a crucial role in the planning, during and after the Forum, consultations were conducted with children and young people in Cambodia, Indonesia, Lao PDR, Malaysia, Myanmar, the Philippines, Thailand and Viet Nam. This resulted in A Call to Action from Children and Young People to the Private Sector on Child Online Protection.  In this document, children and young people expressed their views on what companies should do to improve their experiences with digital technologies. It is crucial to create a platform where children and young people can express their opinions and share their experiences, which may differ significantly from those of adults.

· International public-private cooperation: A key global initiative in place to support public-private collaboration is the WeProtect Global Alliance. The Alliance presently consists of 103 governments, 73 companies, 113 civil society organisations and 10 intergovernmental organisations including UNICEF. All governmental members have signed up to the Alliance’s commitments and to progressing their implementation, including the Alliance’s Model National Response on Preventing and Tackling Child Sexual Exploitation and Abuse. 

The Model National Response sets out a series of 21 ‘capabilities’ that are needed to protect children from sexual exploitation and abuse including forms facilitated by digital technologies. UNICEF and the Alliance have produced a Maturity Model and self-assessment tool to support States in implementing the framework. UNICEF also worked with WeProtect to review the implementation of the Model National Response in 42 Alliance countries. This review was published in Framing the Future (2022). 


2

image1.png
unicef @ | for every child




