Contribution from Estonia

Call for input: Existing and Emerging Sexually Exploitative Practices against Children in the Digital Environment (Estonia)

[bookmark: _GoBack]Purpose: To inform the Special Rapporteur’s forthcoming report to the 79th session of the UN General Assembly in October 2024.


1. Please provide information on how technologies are used to facilitate the sexual exploitation and abuse of children.
To prepare, store, distribute, download and distribute CSAM, as well as to groom. Also to access websites/ live broadcasts.  There is growing concern among experts in the field about the use of artificial intelligence to produce CSAM (deep fake) and the use of such material by criminals.  
2. What practical recommendations would you propose for States, the technology industry and online service providers to prevent the sexual exploitation and abuse of children in the digital environment? 
Everyone can and should have a role in this. For the government it is through legislation bot on a national level and on a EU level. For the service providers it is through cooperation with the law enforcement agencies (guidelines, joint trainings etc). Of course, CSAM detection mechanisms and reporting the law enforcement agencies about it through unified templates so that the report would have enough data (making it actionable) so that law enforcement agency can decide on further interventions.
Children have the same right to use the internet, in an age-appropriate way, and at the same time they need to be protected from threats/violence. There is also the matter of education/, information given to children allowing them to be informed about content that depicts them and preventing its distribution; contacts for help (including e.g., Child Helpline 116 111, psychological counselling contacts). Service providers also have to restrict access to content/ blocking/ disabling access to content, e.g., in the case of hosted services (HSP) (see Dir Art 25) and preventing dissemination, identification.
Very practical recommendations come from a recent report about CSAM conducted by NGO Protect Children: https://bd9606b6-40f8-4128-b03a-9282bdcfff0f.usrfiles.com/ugd/bd9606_0d8ae7365a8f4bfc977d8e7aeb2a1e1a.pdf .
3. What are the remaining gaps that limit the effective implementation and application of existing laws, policies, and guidelines to prevent, detect, report and protect children from sexual exploitation and sexual abuse online? 
What we can see with the current Proposal for a Regulation of the European Parliament and of the Council laying down rules to prevent and combat child sexual abuse that it is the legal question of what is more important: the right for privacy or the rights of the child. The answer is that one is not superior to the other. There is no debate on a political level about the fact that safety of children is important, and we must do everything to protect them. The difficulties on protecting children online start from to the question how far can we really go with it? Can be break E2EE or do client-side scanning to detect CSAM? Or would this create even bigger problems and danger for the children and wider public? You can always find people and organizations that support one or the other approach. 
The other issue is technological solutions to detect CSAM while not breaking E2EE. Though some solutions do exist they have not been judged effective enough by many member states to protect E2EE. Yet on the other hand we know that most of CSAM takes place in in an encrypted environment. 
So, the difficulty comes from finding the balance and compromise between different parties. 
4. What are the challenges that exist in the use of these digital technologies, products or services, that inhibit the work of law enforcement across jurisdictions in their work to investigate, detect, remove child sexual abuse materials online and prosecute these crimes? 
Encryption/individual uses means of identification (apps), data retention and lack of cooperation by service providers.
5. What technical and regulatory measures can be put in place by States, the technology industry and online service providers (legislative, regulatory, administrative, institutional and others) towards mitigating human rights risks associated of online child sexual exploitation and abuse, and ensuring the minimum harmonization across legal jurisdictions? 
We need to use the same terms and have clear roles. They must be clearly worded and entitled, obligated persons must be clear and unambiguously definable. It is important to ensure the mutual coordination of the definitions in the provisions of different legal acts.
We must keep in mind and follow the Article 3 of the United Nations Convention on the Rights of the Child and Article 24(2) of the Charter of Fundamental Rights of the European Union, pursuant to which the best interests of the child shall be a primary consideration in all actions concerning children. Children must be protected from sexual abuse in order to ensure their right to life, health and free self-fulfillment, while consideration must also be given to the children’s right to have their private and family life respected and their right to personal data protection.
Any new legislation must be in conformity with other legal acts that regulate information society services, including the general rules of the Digital Services Act, and that the unnecessary duplication of the content of legal acts is avoided. With any action taken to help children online, we need to make sure that proportionality is preserved in regulating the detection obligation and that it does not go into conflict with the principle of prohibition of a general monitoring obligation.
6. Are there any other practical examples of internal monitoring, complaint and reporting processes; establishment of regulatory bodies and interventions; safeguarding procedures; children’s rights’ due diligence and risk assessments; and technical standard-setting processes to ensure safety and inclusivity by design? 

When it comes to the constituent elements of a crime, we base our procedures on the principle of legality, which also applies to online crime. For public online space monitoring we have increased the use of web police officers. In our procedures, we consider and take into account the best interests of the child.

7. In the case of generative Artificial Intelligence and end-to-end encryption, what are the challenges and recommended mitigation measures, including the application of advanced technology needed by technology companies, online service providers and law enforcement to prevent by blocking the sharing and removal of CSAM? 

Estonia does not support the possibility of creating backdoors to end-to-end encryption solutions. At the same time, we may support the use of technologies which preserve privacy and allow analysing the encrypted content without decrypting.

Extensive monitoring and checking private messaging significantly restricts the users’ right to privacy and the protection of private life, message confidentiality, freedom of speech and expression and sexual self-fulfilment. It also creates a dangerous trend in the European legal system, as it creates the possibility of requiring the creation of backdoors into encryptions. This in turn increases the probability of cyber incidents, as the existence of such access path would so-to-say invite cyber criminals to seek ways to access other information being exchanged. The creation of backdoors reduces the security and integrity of services, as it is technically impossible to make a backdoor, solely for the providers themselves or for security and law enforcement bodies, which only they would be able to access encrypted information. Joint opinion No. 04/2022 of the European Data Protection Board and the European Data Protection Supervisor opposes the creation of such backdoors and finds that the draft Regulation causes various risks to privacy and the security of electronic communication. 

Estonia is exploring the use of various privacy enhancing technologies which allow analysing encrypted content without decrypting. At the same time, we emphasise that these technologies must not reduce the reliability, security and integrity of the digital services based on encryptions. For instance, (fully) homomorphic encryption might be one such technology. However, the potential and instances of use of such technologies is still being mapped. The Estonian Ministry of Economic Affairs and Communications is planning to commission a relevant study in the near future.

We see the fulfilment of detection orders as particularly problematic in the context of preventive detection of grooming of children, where it may entail the obligation of constant automatic scanning of interpersonal messages (content). Taking into account that grooming mainly takes place via interpersonal communication services and such grooming may take place episodically, over a very long period of time (lasting for months, if not years) and consist of several individual partial acts, the fulfilment of such an obligation may in practice mean mass monitoring and recording of publicly used communication services in a very great extent, which is in conflict with the European Charter of Fundamental Rights and the former EC practice (exceeding the limits of allowed targeted monitoring) and limiting the further use of the information obtained in the course of monitoring criminal proceedings (matters of permissibility of evidence).

8. Are there any examples of proactive measures taken to facilitate consultation and participation with a broad range of stakeholders, including children and child-rights organisations, for informing policy and legislation, setting technical standards and implementing processes to eradicate child sexual abuse and exploitation in the digital environment? 

NGO Estonian Union for Child Welfare is the official representative of Safer Internet. Under that an advisory board has been created whose members contribute their knowledge and experience to the successful achievement of the project's objectives. We also discuss other matters and related to online safety and come together on a regular basis.

9. What kind of mechanism could be put in place to best support and coordinate the joint public and private industry participation at the international level on existing and emerging threats that digital technologies pose to children in order to ensure harmonisation and mainstreaming across domestic and regional efforts when combatting this phenomenon? 

Stronger and systematic cooperation between the private and the public sector and targeted action on children's interests/rights, as well as in gathering evidence in criminal cases - one cannot have only rights and the other only responsibilities (law enforcement agencies), i.e. private sector accountability is essential.

