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OHCHR questionnaire on human rights implications of NTMD

1. [bookmark: _GoBack]Which international legal frameworks, such as international human rights law and international humanitarian law, are currently applicable to the design, development, deployment and use of new and emerging military technologies in the military domain (NTMD)? What international legal instruments – treaties, soft law – are most relevant to NTMD? How effective are these instruments in addressing the challenges posed by NTMD?
· International law is fully applicable to new and emerging military technologies in the military domain (NTMD). This includes treaty law, customary international law and general principles of law (cf. Art. 38(1) ICJ Statute). 
· Depending on the context, in which the design, development, deployment and use of NTMD takes place, different areas of law are applicable. In times of armed conflict, International Humanitarian Law (IHL) is applicable and therefore of particular importance, while International Human Rights Law continues to apply.
· At the forefront of the applicable IHL principles stand the principles of distinction, proportionality and precaution. The principle of distinction is aimed at the protection of the civilian population and civilian objects and establishes the distinction between combatants and non-combatants. States must refrain from targeting civilians and thus from using weapons that are incapable of distinguishing between civilian and military targets (cf. ICJ, Legality of the Threat or Use of Nuclear Weapons Advisory Opinion).
· Also in line with IHL, it is prohibited to cause unnecessary suffering to combatants, which also applies to the use of NTMD that cause such unnecessary harm or aggravation of suffering to combatants.
· Furthermore, Art. 36 of Additional Protocol I to the Geneva Conventions (AP I) obliges its State parties to determine in the study, development, acquisition or adoption of a new weapon, means or method of warfare whether its employment would, in some or all circumstances, be prohibited under international law. This provision also applies to NTMD. Austria considers the obligations under Art. 36 to be part of customary international law and therefore also binding upon States who have not ratified AP I. 
· Likewise, the Martens Clause with its imperative reference to the usages established among the international community, the laws of humanity and the requirements of the public conscience continues to be particularly relevant when assessing NTMD.
· While the current legal framework is of outmost importance in dealing with the challenges posed by NTMD, certain NTMD might require further legal instruments in order to minimize their potential risks. The exact design of such instruments and their legal classification (legally or politically binding) still needs to be determined. 
· Lethal Autonomous Weapon Systems (LAWS), understood as weapon systems that select targets and apply force without further human intervention, raise profound concerns including from a legal and ethical point of view. Existing IHL and human rights law are applicable, however not sufficient. A growing majority of states, including Austria, is of the view that these systems require new binding international legal rules, including prohibitions and regulations.
· In relation to LAWS, discussions are currently taking place within the framework of the Group of Governmental Experts on Emerging Technologies in the Area of Lethal Autonomous Weapon Systems, which was established under the Convention on Certain Conventional Weapons in 2019 (“GGE LAWS”). In this context, a combination of prohibitions and regulation has garnered widespread support among States. At the same time, other processes are looking at the broader implications of the military use of AI including the UN Human Rights Council, the REAIM conferences and the “Political Declaration on Responsible Military Use of Artificial Intelligence and Autonomy”. All these pathways seem relevant in addressing the whole spectrum of weapons systems and issues. 
· In general, meaningful human control and accountability over applications of AI and autonomy in weapon systems must be ensured in full compliance with international law, including international human rights law and IHL. 

2. What measures can be taken to foster international cooperation and dialogue in order to promote the responsible and transparent utilization of NTMD while ensuring compliance with international law, international humanitarian law, and international human rights law? 
· Valuable international conferences took place in 2023 to foster discussion about the challenges and needs for regulation in the area of NTMD, including the REAIM Summit in The Hague in February 2023, the Conference in Costa Rica on the Humanitarian and Social Consequences of autonomous weapons in March 2023 and the Luxemburg Conference on Autonomous Weapons Systems in April 2023. 
· Austria endorsed the “Political Declaration on Responsible Military Use of Artificial Intelligence and Autonomy” with the aim to foster steps like common understandings, international cooperation and the development of good practices in the application of these technologies in the military field with the aim of building a regulatory framework to ensure full compliance with international law and ethical principles. The Declaration constitutes a “living document”, to which all endorsing States can actively contribute. 
· The UNGA First Committee in October 2023 adopted the first-ever resolution on Lethal Autonomous Weapon Systems that requests a report by the UN Secretary General to seek the views of States, international organizations, academia, industry and other stakeholders on the urgent issue. It was adopted by an overwhelming majority of 164 UN Member States.
· All these processes in combination with existing fora such as the HRC and the CCW constitute valuable measures to foster international cooperation and dialogue, structure the debate and fill gaps and newly emerging issues. Given the complexity of the issue and despite a certain amount of overlap such a broad approach seems necessary. Efforts by the Secretary-General to assist and coordinate the discussions through a High-Level Advisory Board are useful as well.
 
3. From a human rights protection perspective, what are the key domestic regulatory gaps that can be identified? In your opinion, what legal or other domestic measures are necessary to prevent human rights violations and abuses and international humanitarian law violations stemming from the use of NTMD? 
See question 1.

4. What are the primary human rights challenges presented by NTMD, including artificial intelligence (AI), autonomous decision systems (ADS), enhanced decision support systems, autonomous weapon systems (AWS), technologies for human enhancement, and the dual use of technologies? How can these challenges be effectively addressed? 
· NTMDs in general and AWS in particular present major concerns regarding their compliance with international human rights law. They dehumanize the use of force by potentially reducing humans to objects/data points.
· This is incompatible with the inherent dignity of the human person, recognized as a human right in international law and in many domestic legal systems, which requires that a human person remains in meaningful control over the use of force at all times and in all situations. AWS therefore cannot comply with international human rights law and its fundamental rule that no-one may be arbitrarily deprived of his or her life. NTMD with a certain degree of autonomy generally bear a high level of risk of violating the right to life, the prohibition of torture and other inhumane or degrading treatment, the right to non-discrimination, the right to be presumed innocent until proven guilty according to law, the right to redress and other international human rights and standards. Both, arbitrary deprivation of life and torture are prohibited in all circumstances, including in armed conflict, and can never be derogated from.
· NTMD and AWS in particular can also be used to commit or facilitate violations of the right to freedom of expression and the right to freedom of peaceful assembly.
· When NTMD – which are designed for military use – are deployed in law enforcement situations, they risk violating the relevant human rights principles restricting the use of force in law enforcement, such as the principle of necessity in order to achieve a legitimate objective established by law, proportionality and non-discrimination. In addition, a wide range of other human rights violations, in particular in relation to the right to life and its procedural aspects may appear.
· Moreover, initially militarily designed NMTDs might become dual use goods and could thus have serious human rights challenges when used by civilians without the necessary safeguards.
· Therefore, meaningful human control is a crucial prerequisite for AWS. Effective safeguards to mitigate bias in AI-powered systems need to be in place and monitored. Non-representative data sets, algorithm-based programming, machine-learning processes and their use can reproduce and exacerbate existing patterns of structural discrimination, marginalization, social inequalities, stereotypes and bias and create unpredictability of outcomes and violate the right to non-discrimination and the right to redress. These problems also apply to other military uses of AI.
· Technologies for human enhancement must be consistent with existing human rights law and international standards in bioethics and must not be applied without the consent of the individuals concerned.

5. What criteria and guidelines exist to guarantee the establishment of meaningful human control over the use of force and during the conduct of hostilities, and to ensure compliance with international human rights law and international humanitarian law within the military domain? 
· Legal regulation is required at both the international and national level to prohibit autonomous weapons systems that are unpredictable and cannot ensure meaningful human control, while regulating the use of others (“two-tier approach”). Criteria and guidelines need to build upon a solid legal basis that ensures the compliance with international law, including the UN Charter, IHL and human rights law.
· The specific criteria and guidelines necessary to comply with this requirement cannot be determined in general but must be decided on a context-specific basis. Factors influencing this decision are, inter alia, the respective system as well as its operational environment.
· Eleven Guiding Principles were affirmed by the above-mentioned GGE LAWS. According to sub-paragraph (d) of the Guiding Principles, “accountability for developing, deploying and using any emerging weapons system in the framework of the CCW must be ensured in accordance with applicable international law, including through the operation of such systems within a responsible chain of human command and control”.

6. How can the right to equality and non-discrimination be upheld in the design, development, and use of NTMD, especially when they rely on data sets and algorithms that may introduce or amplify bias or discrimination? How can the collection and management of representative data be ensured? How can the transfer and trade of NTMD be effectively regulated? 
· The rules and principles of IHL must be upheld during the design, development, deployment and use of NTMD. This includes but is not limited to conducting Art 36 AP I legal reviews, as well as the use of NTMD in keeping with the principles of distinction, proportionality and precaution. Likewise, the use of NTMD in the fields of collection, storage and use of data as well as the creation and application of algorithms must be in strict compliance with IHL.
· The transfer and trade of NTMD should be regulated based on existing legal obligations and best practices for the proliferation of weaponry, including the rules set out in the Arms Trade Treaty (ATT).
· International human rights law must be respected in the conception, design, development, deployment, evaluation and regulation of data-driven technologies. They must be subject to adequate safeguards and oversight. States have the duty to promote the rule of law, accountability, legal certainty and procedural and legal transparency regarding NTMD. Data sets used in NTMD must be accurate, reliable, relevant and representative and audited against encoded bias.    

7. What are the potential risks associated with using NTMD that could be exploited for malicious purposes, such as cyberattacks, espionage, spoofing, jamming, sabotage, or bioweapons? How can these risks be mitigated to prevent potential human rights violations and abuses? 
· Cyber threats and the collection of personal data by companies and governments are some of the high-risk issues stemming from new technologies. In the military domain, they can be even more damaging by bias, hacking, manipulation by training on bad data or compromising regulations.
· However, in order to mitigate the effects of potential malicious use of NTMD, States and international organizations will have to prepare suitable tools to counter the attacks listed above , which may restrict or violate human rights. Most likely, States or organizations will depend on NTMD to detect and counter the use of NTMD by hostile States or the use of new technologies by armed non-state actors.
· In order to mitigate some of the risks, AI would have to be trained by large, reliable data sets, which may never exist in the military domain (dynamic operational context and machine-learning based algorithms). The design of Autonomous Weapons Systems can also make them unpredictable from the outset. 
· AWS bear the risk of accidental and rapid conflict escalation.
· Further strategic threats stemming from the use of AI in the military domain include the risk of proliferation, the scalability of AWS and the increased risk of targeted violence against groups of persons, who already victim to patterns of discrimination (e.g. in law enforcement).

8. In what ways can NTMD contribute to enhancing the precision and accuracy of weapons, minimizing collateral damage, and improving situational awareness and communication during military operations? 
· If NTMD fulfil certain criteria and if relevant safeguards are in place, certain NTMDs may contribute to the protection of civilians in armed conflict. For example, artificial intelligence can assist in the decision-making process given its ability to quickly process data from different sources. This could strengthen compliance with IHL. At the same time, meaningful human control must be guaranteed at all times.

9. How do States and private entities differ in their roles and responsibilities regarding the design, training, deployment, use, and acquisition of NTMD? 
· States define the framework that allows private entities to design and develop NTMD. They also define the rules for training, deployment, use, and acquisition of NTMD for their military. IHL and other obligations under international law must be observed during the full life-cycle of weapon systems. 
· Furthermore, States may contribute to supranational sets of rules for the design, training, deployment, use, and acquisition of NTMD. Private entities must comply with the rules set by States and supranational organizations.

10. What should be the respective responsibilities of key stakeholders, including United Nations agencies, states, national human rights institutions, civil society, the technical community, academia, and the private sector, in effectively addressing the identified challenges/issues/area of concern related to NTMD? What role do they have in monitoring and limiting the “transfer and trade” of NTMD? What if there is a gap in access to these technologies? What could be the potential consequences? 
· Stakeholders, such as the United Nations agencies and international and regional organizations, the International Committee of the Red Cross, civil society organizations, academia, industry and other stakeholders, provide valuable contributions to international discussions on NTMD, including on the issue of autonomous weapons systems. 
· Their contributions enrich the debates and bring crucial expertise, especially regarding legal, ethical, human rights, societal and technological dimensions, to the table. UNSG and ICRC President, in a joint call in October 2023, urged for the negotiation of an international legally binding instrument on autonomous weapons systems. 

11. What are the potential risks associated with private entities, as non-state actors, acquiring or misusing NTMD, such as drones, cyberweapons, or biotechnology? 

· The proliferation risks connected to NTMD are very high, because many of the respective technologies are capable of dual-use and easily transferable. The uncontrolled spread of these technologies to malicious actors could fuel security risks such as terrorism and other forms of crime.

12. How can both States and private entities effectively establish mechanisms of accountability and responsibility to address the use of NTMD, including AI and ADS, cross-border and long-distance use of force, neurotech and brain interface controls, as well as dual-use technologies employed for both military and civilian purposes? 
· An ultimate mechanism of accountability and responsibility would have to ensure meaningful human control throughout the chain of command, allowing effective compliance with international law including IHL and ethical principles. Having comprehensive human oversight and clearly defining the elements of a responsible human chain of command can help to attribute responsibility.

13. How can both States and private entities effectively establish mechanisms of accountability and responsibility to address violations and abuses of international human rights law and violations of international humanitarian law committed using NTMD, including AI and ADS, cross-border and long-distance use of force, neurotech and brain interface controls, as well as dual-use technologies employed for both military and civilian purposes? Additionally, how can monitoring the design, development, training, and use of NTMD play a role in ensuring accountability and addressing potential violations and abuses? 
-

II. States (specific questions) 
14. How are new and emerging technologies in the military domain (NTMD) impacting the respect, protection and promotion of human rights in your country? What distinct challenges or advantages does your country possess in addressing this issue?
-

15. What lessons learned or best practices can you share regarding the utilization, development, training, contracting, or renting of military technologies in your country? 
-

16. Are there any regional initiatives on NTMD? Are States members of regional organizations addressing these questions? How could an increased collaboration between the UN and regional initiatives/organizations in the field of NTMD be envisaged? 
· See question 2. Austria has endorsed the “Political Declaration on Responsible Military Use of Artificial Intelligence and Autonomy”.
· Moreover, at the 28th Ibero-American Summit on 25 March 2023, states endorsed a special communication on the social and humanitarian impact of autonomous weapons, calling for negotiations on a legally binding instrument with prohibitions of and regulations on AWS. This demonstrates the importance of regional initiatives and cooperation that can lead to regional regulatory efforts and significantly stimulate momentum towards global action.
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