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Editor’s note: The following post highlights a subject addressed at an expert

workshop conducted by the Geneva Centre for Security Policy focusing on

Responsible AI. For a general introduction to this symposium, see Tobias

Vestner’s and Professor Sean Watts’s introductory post.

 

States and international organizations are increasingly adopting new

principles on the responsible military and defense-related use of

arti�cial intelligence (AI). While most take the form of policies, States

and international organizations tend to call them principles to re�ect

that they are a set of guiding criteria. Often, they are referred to as

principles on responsible AI (RAI), a term that originates from ethical

guidance on the civilian development and use of AI.

This post explores the fundamental tenets of the nexus between

international law and the principles on the responsible development,

deployment, and use of AI for military and defense purposes. It �rst

identi�es the context, substance, and form of the RAI principles. The

post then discusses how they relate to and potentially shape

international law now and in the future. It commends such principles as

https://lieber.westpoint.edu/responsible-ai-symposium-introduction/


8/9/23, 2:52 PM Responsible AI Symposium – The Nexus between Responsible Military AI and International Law - Lieber Institute West Point

https://lieber.westpoint.edu/nexus-between-responsible-military-ai-international-law/ 3/9

building blocks for further international legal developments and calls

for their further re�nement by States.

RAI Principles

The United States adopted principles on RAI for military and defense

purposes in 2020. Other States, including France in 2019, Australia in

2020, and the United Kingdom and Switzerland in 2022 issued

principles, ethical guidelines, or elements thereof. NATO adopted its

Principles of Responsible Use of Arti�cial Intelligence in Defence as part

of its AI Strategy and the European Union established relevant guidance

in 2021. Similarly, in 2019, the parties to the Convention on Certain

Conventional Weapons (CCW) endorsed the Guiding Principles A�rmed

by the Group of Governmental Experts on Emerging Technologies in the

Area of Lethal Autonomous Weapons Systems.

At the outset, the various principles on military and defense-related RAI

are relatively homogeneous. States’ and international organizations’

RAI principles typically contain elements comparable to what NATO calls

“Responsibility and Accountability,” “Explainability and Traceability,”

“Reliability,” “Governability,” and “Bias Mitigation.” The principles

and their elements may be called di�erently but tend to consist of

similar substance. Some States have additional criteria. Switzerland, for

instance, includes “Agility” as distinct principle.

Interestingly, NATO includes the unique principle of “Lawfulness” in

addition to the typical principles. This principle states: “AI applications

will be developed and used in accordance with national and international

law, including international humanitarian law and human rights law, as

applicable.”

This goes to the heart of the question of the RAI principles’ link with

international law. Indeed, States’ and international organizations’

principles do not represent international law. They are �rst and

foremost national and institutional policies. Yet the various RAI

https://media.defense.gov/2019/Oct/31/2002204458/-1/-1/0/DIB_AI_PRINCIPLES_PRIMARY_DOCUMENT.PDF
https://www.vie-publique.fr/rapport/270333-lintelligence-artificielle-au-service-de-la-defense
https://www.dst.defence.gov.au/sites/default/files/publications/documents/A%20Method%20for%20Ethical%20AI%20in%20Defence.pdf
https://www.gov.uk/government/publications/ambitious-safe-responsible-our-approach-to-the-delivery-of-ai-enabled-capability-in-defence/ambitious-safe-responsible-our-approach-to-the-delivery-of-ai-enabled-capability-in-defence
https://www.eda.admin.ch/eda/en/fdfa/fdfa/aktuell/newsuebersicht/2022/02/strategie-ruestungskontrolle-und-abruestung.html
https://www.nato.int/cps/en/natohq/official_texts_187617.htm
https://www.europarl.europa.eu/doceo/document/TA-9-2021-0009_EN.html
https://undocs.org/CCW/MSP/2019/9
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principles are inevitably part of the broader normative framework of

international law. As such, there are six legal touchpoints.

Compliance with International Law

A �rst legal touchpoint, as NATO’s principle on lawfulness indicates, is

that RAI principles must be in accordance with international rules. The

principles cannot contradict States’ (or, to the extent possible,

international organizations’) rights and obligations because

international law is legally binding on its subjects. An assessment of the

current RAI principles reveals that they do not contain elements that

would contradict international law.

The requirement to comply with international law further implies that

States’ and international organizations’ measures to implement and

operationalize their RAI principles must also be in compliance with

international law. The principles of accountability and transparency, for

instance, may require the gathering and sharing of information. If a

State has adhered to certain human rights obligations related to data

protection, for instance, it must respect these rules even when its RAI

principles do not explicitly refer to them. This means that the

complexity of compliance is less at the level of the principles

themselves, but rather at the level of their implementation and

operationalization.

Application of International Law

A second touchpoint is that the RAI principles help to apply

international law to AI applications. Because international legal rules are

often general and abstract, i.e. cover a large spectrum of actors and

situations, the RAI principles guide States on how to apply the existing

rules speci�cally to military and defense-related applications of AI. This

is the case both where the rules are relatively clear and well-established

https://www.icj-cij.org/public/files/permanent-court-of-international-justice/serie_A/A_10/30_Lotus_Arret.pdf
https://ai-regulation.com/facial-recognition/
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and where the law is silent, unclear, or the meaning of the law is

debated.

The principle of accountability, for example, speci�es that States should

integrate liability and enforcement into the development and use of AI

to enable the functioning of international criminal law and military

justice. Similarly, the principle of explainability and traceability de�nes

that transparency must be addressed in the application of AI to ensure

responsibility and justice di�erently than with respect to traditional

hardware and software.

The principle of governability, on the other hand, a�rms that

appropriate levels of human judgement or meaningful human control is

essential in the context of AI. The Law of Armed Con�ict (LOAC) does

not explicitly state such a requirement because it was codi�ed before the

emergence of AI technology. But, this principle highlights the issue as

well as indicates that States take it seriously and are invested to ensure

this.

Implementation of International Law

A further touchpoint is that the RAI principles support the

implementation of international law. This notably applies to the

principles that refer to technical preconditions for the e�ective and

controlled deployment of AI. The principles of safety and reliability are

the most obvious examples. An AI system without these features, i.e. a

system that does not operate as generally intended or that can easily be

interfered with, risks violating LOAC and other international rules.

Yet, due to their generality, the RAI principles are not granular enough

to serve as proper implementation measures by themselves. They do,

however, set the overall requirements for compliance with international

law and guide its implementation by more speci�c standards and

procedures. In this regard, the U.S. Department of Defense recently

adopted its Responsible Arti�cial Intelligence Strategy and

https://www.graduateinstitute.ch/academic-departments/international-law/lethal-autonomous-weapons-systems-and-war-crimes
https://digital-commons.usnwc.edu/cgi/viewcontent.cgi?article=2958&context=ils
https://www.sipri.org/sites/default/files/2021-06/2106_aws_and_ihl_0.pdf
https://cetas.turing.ac.uk/sites/default/files/2022-09/research_report_ai_predictability_problem_vfinal_3.pdf
https://www.ai.mil/blog_06_22_22_dod_rai_si_pathway_maps_to_trusted_ai_ecosystem.html#:~:text=The%20RAI%20S%26I%20Pathway%20furthers,capability%20deployment%2C%20and%20supporting%20scalability.
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Implementation Pathway. NATO is also working on standards and

procedures based on its own principles. It recently adopted an Autonomy

Implementation Plan and will establish a Data and AI Review Board.

Complement to International Law

A fourth touchpoint refers to the possibility that the RAI principles, just

like any policy, can complement legal requirements by going beyond

what is legally required. Indeed, many principles refer to the notion of

“ethical” use of AI or have resulted from re�ections on its ethical use.

This indicates the moral component that can overlap with ethical

considerations enshrined in certain international rules, but which can

also be distinct.

Views on the legally required degree of human judgement and control

over AI systems vary, for instance. Even if a State holds the legal view

that LOAC does not require stringent human control of AI, it can �x

higher standards in its RAI principles for ethical reasons. This may

include the prohibition of certain actions unless operators are in the

decision-making loop. It is noteworthy, however, that States can

unilaterally change national policies. NATO’s principles are harder to

change because the North Atlantic Council adopted them by consensus.

Yet they are nonetheless easier to change than international rules.

Clari�cation of International Law

A further touchpoint is that the RAI principles help to clarify

international law, at least in part, by indicating State practice. States’

principles do not communicate opinio juris or legal positions per se

because they are simply policies which do not re�ect States’ beliefs that

they have international legal force. Yet a State’s principles may indicate

that it values these criteria, from which can be deduced the State’s

general preferences in terms of what the international rules could or

should be.

https://www.ai.mil/blog_06_22_22_dod_rai_si_pathway_maps_to_trusted_ai_ecosystem.html#:~:text=The%20RAI%20S%26I%20Pathway%20furthers,capability%20deployment%2C%20and%20supporting%20scalability.
https://www.defenseone.com/defense-systems/2022/09/nato-readies-strategy-steer-use-autonomy/377300/
https://www.nato.int/cps/en/natohq/official_texts_208376.htm
https://www.nato.int/cps/en/natohq/official_texts_208374.htm
https://global.oup.com/academic/product/lethal-autonomous-weapons-9780197546048?cc=ch&lang=en&
https://digital-commons.usnwc.edu/ils/vol96/iss1/2/
https://www.nato.int/docu/handbook/2006/hb-en-2006.pdf
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More importantly, by the adoption of their RAI principles, States commit

themselves to act on them. This indicates and leads to emerging State

practice. It the context of NATO, this applies even to States that have not

yet adopted any national RAI principles. Moreover, NATO institutionally

coordinates such State practice. This involves seeking and managing the

interoperability of related frameworks and mechanisms for the use of

AI, which tends to support the coherence of State practice.

Shaping International Law

The latter point on State practice leads to the question of whether the

emerging RAI principles directly shape international law. If States

indicate that their emerging practice re�ects a legal obligation (opinio

juris), this can lead to the emergence of customary rules speci�cally

related to the military and defense-related development, deployment,

and use of AI. For now, both State practice and related opinio juris have

not crystallized.

Another outlook might conclude that the RAI principles adopted by

intergovernmental institutions represent soft law. In the case of the

principles adopted by NATO and the Group of Governmental Experts on

lethal autonomous weapons systems, they do result from some degree

of speci�ed, mutual commitment among States. Yet, since soft law is

neither clearly de�ned nor accepted as a source of international law, it

makes more sense to simply treat these principles as politically, rather

than legally, binding commitments among States. Indeed, States that

have agreed to adopt these principles did not do so with the aim of

creating new legal obligations.

Conclusion

In sum, there are several angles by which the principles on RAI link to or

interrelate with international law. In general, they must comply with

States’ legal obligations and support the application and

implementation of international law for military and defense-related AI.

https://cepa.org/article/nato-leadership-on-ethical-ai-is-key-to-future-interoperability/
https://www.icj-cij.org/en/statute
https://www.taylorfrancis.com/chapters/edit/10.4324/9781315087795-7/redundancy-soft-law-jan-klabbers
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They may also complement international legal obligations and help to

clarify existing rules. In the medium to long term, the various RAI

principles may indicate and lead to the emergence of both State practice,

and if coupled with opinio juris, to customary rules.

To what extent these principles interrelate with international rules more

speci�cally deserves further analysis. This certainly applies to LOAC,

which arguably is the most contentious branch of international law in

the context of the military use of AI, because it governs the conduct of

hostilities in armed con�icts. This also applies to international human

rights law, fundamental rights, and the rule of law, notably because

States will use AI applications in peace time in the context of

information gathering and other types of operations both abroad and

domestically. New legal developments related to this �eld, such as by the

Council of Europe, the European Union, or the United States, may a�ect

States’ operationalization of the RAI principles. Yet the principles may

also apply and lead to other legal issues in international security relating

to jus ad bellum and to State responsibility.

***

Tobias Vestner is Head of the Research and Policy Advice Department and

Head of the Security and Law Programme at the Geneva Centre for Security

Policy (GCSP)
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