
 

 

PICUM welcomes the Special Rapporteur’s focus for her thematic report on how digital technologies 

used in the context of border enforcement and administration reproduce, reinforce, and compound 

racial discrimination.  

PICUM is a network of 167 organisations that has worked for nearly twenty years to advance the 

rights and improve the situation of people who are undocumented across a variety of areas, 

including access to health care, access to justice, the rights of undocumented workers, labour 

migration, the rights of children, families and youth, as well as fundamental rights in the context of 

immigration detention and return.  

We appreciate the opportunity to provide input on this important topic.   

 

I. Background 

For all its benefits, the increased use of digital technology can drive increased discrimination 

against and exclusion of some groups. For people who are undocumented, the state’s use of 

technology and processing of personal data is typically to support immigration enforcement actions 

and entails the policing of otherwise normal behaviours of people often belonging to communities 

of colour to detect whether they are present without authorisation. 

In Europe, irregular migration is approached through the lens of criminal law, with a dominant 

emphasis on deterrence. Article 79 of the Treaty on the Functioning of the European Union 

addresses “preventing and combatting [irregular] migration”, framing this phenomenon as a matter 

of individual wrongdoing rather than a result of myriad structural factors. The criminalisation of 

irregular migration is reflected in both EU and national legislation and policy: 

• Of the 27 member states that currently make up the EU, 24 sanction irregular entry or stay 

with fines or imprisonment.1  

 
11 Legislation in 17 Member States (Belgium, Bulgaria, Croatia, Cyprus, Denmark, Estonia, Finland, France, 

Germany, Greece, Ireland, Latvia, Lithuania, Luxembourg, Romania, Sweden and the United Kingdom ) 

punishes irregular entry with imprisonment and/or a fine. Eight Member States punish it with a  fine only 

(Austria, the Czech Republic, Hungary, Italy, the Netherlands, Poland, Slovakia and Slovenia). Similarly to 
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• Assistance to people in an irregular situation is criminalised under the EU Facilitation Directive 

2002/90/EC, which obliges member states to punish anyone who intentionally assists a person 

to irregularly enter or transit through a member state, even in the absence of financial gain. 

The directive allows (but does not require) member states to include an exception for 

“humanitarian assistance”, but this does not cover assistance to stay, e.g., accommodation. 

 

• The archetypal criminal sanction – deprivation of liberty – is systematically administered 

against people prior to their deportation (as regulated under the EU Return Directive 

2008/115/EC), for what is essentially a matter of administrative categories. 

 

• The European Commission’s Proposal to recast the EU Return Directive, published in 

September 2018, introduces a new ground of administrative detention based on public policy, 

public security or national security (art. 18(1)(c)), further conflating migration management 

and national security objectives and merging the realms of criminal and migration law.  

There is a resulting blurring of the line between immigration policy and security or policing, so that 

that a person’s irregular immigration status is prioritised ahead of their rights and wellbeing. This 

is reflected in the growing use of personal data and digital technology to facilitate the policing of 

people who are undocumented, with damaging consequences for their health and safety. 

For instance, in Europe personal data is widely shared in the context of undocumented people trying 

to report crime or mistreatment to the police. For instance:  

• In Belgium, the police have a duty to report victims with irregular status to the Immigration 

Office. In some cases, police precincts adopt a practice of wilful ignorance, declining to inquire 

about a person’s residence status, and thus to report. The Immigration Office also retains the 

discretion not to prosecute people for putative immigration offences. However, undocumented 

people are left with significant uncertainty about whether coming forward to engage with law 

enforcement, including as victims of crime, will result in their deportation in any given case. 

• In the United Kingdom, the National Police Chiefs’ Council adopted a revised policy in 2018 

declaring their prioritisation of victims’ rights ahead of immigration enforcement - but reserving 

the right to share data with the immigration service, if they became aware of it. The intention 

of the policy is to promote confidence in the police; however, by preserving the right to share 

immigration information with the Home Office, they undermine that very confidence because 

people coming forward cannot know if their immigration status will be shared, should it become 

known, and if so what the Home Office’s response will be.   

Personal data is also used to “police” people who are undocumented when they access health care, 

social services, and education. In addition to undermining their economic and social rights, their 

rights to due process and to the protection of their privacy and personal data, in practice this also 

leads to racial profiling and discrimination.   

• In Germany, undocumented people have the same right to health care as asylum seekers under 

the Asylum Seekers Benefit Act – but the social welfare office that mediates their right to care 

must share their data with immigration authorities, under section 87 of the Residence Act, 

 
irregular entry, legislation in 25 EU Member States punish irregular stay, with 10 applying a fine and and/or 

imprisonment (Belgium, Croatia, Cyprus, Denmark, Estonia, Germany, Ireland, Luxembourg, the 

Netherlands, and the United Kingdom) and 15 a fine only (Austria, Bulgaria, the Czech Republic, Finland, 

Greece, Hungary, Italy, Latvia, Lithuania, Poland, Romania, Slovakia, Slovenia, Spain and Sweden. See EU 

Agency for Fundamental Rights (2014), Criminalisation of migrants in an irregular situation and of persons 

engaging with them. 

https://fra.europa.eu/en/publication/2014/criminalisation-migrants-irregular-situation-and-persons-engaging-them
file:///C:/Users/asmith/AppData/Local/Microsoft/Windows/Temporary%20Internet%20Files/Content.Outlook/MCBLEDHM/pdf
https://news.npcc.police.uk/releases/new-guidance-for-officers-on-sharing-information-with-immigration-enforcement
https://www.diakonie.de/fileadmin/user_upload/Diakonie/PDFs/Broschuere_PDF/English_Version_BAG_Gesundheit_Illegalitaet_Arbeitspapier_Gesundheitsversorgung_fu__r_Menschen_ohne_Papiere_April_2017.pdf
https://fra.europa.eu/en/publication/2014/criminalisation-migrants-irregular-situation-and-persons-engaging-them
https://fra.europa.eu/en/publication/2014/criminalisation-migrants-irregular-situation-and-persons-engaging-them


3 
 

which governs the “transfer of data and information for foreign authorities” by all public 

authorities. 

• In the United Kingdom, charging for secondary health care has been introduced for 

undocumented people and others without “ordinary residence”. People with irregular status are 

therefore billed 150% of the cost of secondary care to the National Health Service (NHS). If a 

patient is unable to pay their debts to the NHS, the Home Office is automatically informed, 

which may have consequences for their ability to later renew or apply for a residence permit. In 

April, the UK government updated its regulations to include COVID-19 in the list of conditions 

exempted from charges for migration. However, advocates are concerned that the guidance 

leaves doubt about undocumented people and provides no definitive assurance of a “firewall” 

between the NHS and the Home Office. A 2019 report revealed that an NHS trust shared 

patients’ data with the financial firm Experian so that it could check their economic activities 

and determine which overseas visitors or migrants could be charted for health care. The NHS 

contacted an additional 51 trusts to carry out similar check.  

The routine nature of privacy breaches against migrants is illustrated in the case of Germany, where 

the Federal Office for Migration and Refugees routinely examines data from the mobile phone of 

people who present with a valid passport, upon arrival in the country – without any individualised 

reason for suspicion – to verify information provided about their identity. This highly invasive 

practice has been documented in a report that ultimately laid the groundwork for litigation launched 

against the Germany government in May 2020 by Berlin-based digital rights defenders, 

Gesellschaft für Freiheitsrechte. 

In 2018, the same day the EU’s General Data Protection Regulation went into force, the UK enacted 

its Data Protection Act, which includes a specific exemption whereby certain core rights of data 

subjects need not be respected if doing so would interfere with “effective immigration control”. 

PICUM brought a complaint to the European Commission, supported by several UK NGOs, arguing 

that this provision blatantly violates the EU’s data protection rules. 

There arrangements exist despite the EU’s strong safeguards on the protection of personal data, 

which is a fundamental right under the EU Charter and protected under the 2018 General Data 

Protection Regulation. However, there is a tendency to treat immigration matters under the EU’s 

Law Enforcement Directive, which includes important safeguards, but which are less than the 

GDPR, to avoid undermining law enforcement’s efforts to investigate crime.    

 

II. Discriminatory Effects Arising from the Use of Digital Technologies in the Context of 

Border Enforcement and Administration   

Interoperable EU migration databases: increasing the stigmatisation and criminalisation of 

migrants 

 

In 2019, the EU enacted two regulations that massively scale up the potential use of immigration 

data systems (together with data on criminal records) to pursue immigration enforcement and 

serious crimes. These regulations provide a legal foundation for the creation of a new layer of 

architecture on top of existing migration databases, to permit interoperability: that is, to allow the 

underlying databases to be interconnected in a way that purportedly supports more efficient law 

and immigration enforcement. PICUM partnered with Statewatch to produce a report setting out 

the implications of interoperability for undocumented people. 

 

There are six underlying databases, which serve different functions: Eurodac (stores data from 

asylum seekers, and people apprehended irregularly at the border, and is currently being revised 

to expand the personal data gathered), Visa Information System (VIS) (stores data for people 

https://www.gov.uk/guidance/nhs-entitlements-migrant-health-guide
https://www.gov.uk/guidance/nhs-entitlements-migrant-health-guide
http://7z96.mjt.lu/lnk/AMMAAFLSJpEAAchhAiIAALF9GpoAAAAy4S0AAAAAAArq4ABdwUHgc3E7BJbYS-qOWpmLzRkb4QAK13g/63/V8jmKanict9IZkQr5_Dwdw/aHR0cHM6Ly9waWN1bS5vcmcvd3AtY29udGVudC9wbHVnaW5zL2Npdmljcm0vY2l2aWNybS9leHRlcm4vdXJsLnBocD91PTg0NCZxaWQ9MjEzMzM
http://7z96.mjt.lu/lnk/AMMAAFLSJpEAAchhAiIAALF9GpoAAAAy4S0AAAAAAArq4ABdwUHgc3E7BJbYS-qOWpmLzRkb4QAK13g/63/V8jmKanict9IZkQr5_Dwdw/aHR0cHM6Ly9waWN1bS5vcmcvd3AtY29udGVudC9wbHVnaW5zL2Npdmljcm0vY2l2aWNybS9leHRlcm4vdXJsLnBocD91PTg0NCZxaWQ9MjEzMzM
https://freiheitsrechte.org/study-invading-refugees-phones/
https://picum.org/lawyers-voice-losing-the-essence-the-united-kingdoms-data-protection-immigration-exemption-erodes-the-essence-of-fundamental-rights/
https://picum.org/press-release-advocates-bring-first-gdpr-complaint-to-eu-against-uk-data-protection-law-for-violating-data-rights-of-foreigners/
https://picum.org/wp-content/uploads/2019/11/Data-Protection-Immigration-Enforcement-and-Fundamental-Rights-Full-Report-EN.pdf
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applying for short term visas), Schengen Information System (SIS) (stores data related to the 

movement of people and goods across Schengen borders, particularly to support law enforcement), 

ECRIS-TCN (a new database of all foreign nationals – including dual EU-nationals – in the EU with 

a criminal record), ETIAS (stores data of people travelling to Europe from visa -exempt countries), 

and the Entry-Exit System (to support the automatic identification of people who have overstayed 

their visa). 

This interoperability framework is problematic for several reasons. First, it is highly discriminatory 

in that it only targets non-EU nationals (i.e., foreigners) for purposes that co-mingle immigration 

enforcement and the targeting of “serious crimes” like terrorism, implying a false link between 

criminality and immigration. 

Second, interoperability creates a deeply complex system with multiple interconnecting databases. 

This technical complexity only increases the likelihood of errors and makes it extremely difficult to 

inform people about how their data is used, how they can rectify their data and obtain effective 

remedies in the event of errors or abuses. Lawyers, data protection authorities and others essential 

to safeguarding the rights of the millions of people whose data is concerned are still struggling to 

understand the new systems and what they mean for people’s rights. 

The new architecture created under interoperability includes a Central Identify Repository (CIR), 

with the capacity to store the data of up to 300 million records. It is notable that researchers who 

have attempted estimate the number of undocumented people in the EU have estimated an upper 

limit of 4 million people. The immensity of the CIR, and the staggering scope and complexity of this 

web of databases, exemplify the disproportionate emphasis and approach to irregular migration in 

Europe. 

Clouds on the horizon: The future of digital technology and migration in Europe 

• AI and migration enforcement: The EU will launch a Pact on Asylum and Migration in the coming 

weeks. It is anticipated that it will include elements on strengthened interoperability and use of 

artificial intelligence in the context of immigration enforcement – for instance, to fully digitise 

visa procedures and forecast border crossings and migration patterns, and proposing changes 

to existing EU legislation to permit the collecting of data to better locate undocumented people.  

 

• Facial recognition and immigration enforcement: The European Commission recognised in its  

White Paper on AI that the “gathering and use of biometric data for remote identification 

purposes, for instance through deployment of facial recognition in public places, carries specific 

risks for fundamental rights”. According to a study from the U.S. National Institute of Standards 

and Technology (NIST), facial recognition systems tend to lead to remarkably higher rates of 

false positives among people of colour.  And yet, according to European Data Rights (EDRI), “at 

least 15 European countries have experimented with highly intrusive facial and biometric 

recognition systems for mass surveillance.”  

Despite calls by civil society for a moratorium until there has been adequate public debate and 

proper assessment of risks and needed safeguards to preserve fundamental rights, there have 

been reports that the EU plans to establish an EU-wide network of facial recognition databases. 

European police already have access to databases with fingerprints and DNA across the EU 

and, in some cases, the United States through the Prüm system. A 2019 report by national 

police forces in 10 EU countries, led by Austria, urges new legislation to expand Prüm to create 

and interconnect national police facial recognition databases in every member state. The 

European Commission commissioned at least two studies with outside consultancy, totalling 

more than 1M €, on possible changes to the Prüm system, including facial recognition 

technology.  

https://picum.org/wp-content/uploads/2020/04/INFOGRAPHIC.-Interoperability-Systems-and-Access-to-Data_WEB_RGB.pdf
https://ec.europa.eu/knowledge4policy/dataset/ds00039_en
https://www.pewresearch.org/global/2019/11/13/europes-unauthorized-immigrant-population-peaks-in-2016-then-levels-off/
https://ec.europa.eu/info/sites/info/files/commission-white-paper-artificial-intelligence-feb2020_en.pdf
https://www.nist.gov/news-events/news/2019/12/nist-study-evaluates-effects-race-age-sex-face-recognition-software
https://edri.org/tag/ai-white-paper/
https://theintercept.com/2020/02/21/eu-facial-recognition-database/
https://www.europarl.europa.eu/RegData/etudes/STUD/2018/604971/IPOL_STU(2018)604971_EN.pdf
https://theintercept.com/2020/02/21/eu-facial-recognition-database/
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Significantly, the European Commission has indicated that: “Provided that the necessity will be 

demonstrated, decentralised systems such as those operated under the Prüm framework, the 

Passenger Name Record (PNR) Directive and the Advance Passenger Information Directive may 

at a later stage be linked up to one or more of the [interoperability] components.”2  

• COVID-19 contact tracing and people with insecure residence status: In the context of the 

COVID-19 pandemic, public and private actors have been developing mobile applications to 

monitor and slow the pandemic. In response, the EU in April 2020 launched a tool box for 

member states on the use of these apps, and guidelines on how to do this in a manner that 

respects fundamental rights. Digital rights advocates have highlighted specific concerns about 

further stigmatising those who are sick, reinforcing discrimination against people living in 

poverty, people of colour, and other disproportionately affected by the virus. 

 

III. Promising Practices  

 

• Implementing “firewalls” that prevent the processing of personal data obtained about a victim 

or witness to promote access to justice and community safety. 

o Since 2016, as part of its implementation of the EU Victims’ Rights Directive, the 

Netherlands has had in place a national policy (“free in, free out”) intended to promote 

the people in the country with insecure status to report crime without risk of immigration 

consequences, by prioritising support to victims and positive engagement with 

communities ahead of immigration enforcement. Advocates applaud the policy but say 

there is still work do ensure consistent implementation of the policy across the country. 

The policy arose out of practice developed over many years in the city of Amsterdam 

and the local police’s efforts to work with migrant communities to foster trust and to 

encourage reporting of crime to support the police’s work in improving community 

safety.3  

o The City of New York has adopted a “community policing” approach that, among other 

things, prioritises community safety over immigration enforcement. It focuses on 

promoting cooperation with residents in crime prevention through training of local 

government agencies to support victims, including in accessing special permits 

available under federal law; doing regular, proactive outreach to immigration 

communities to build trust and inform them of their rights; working closely with 

community-based organisations; and codifying the “firewall” in official police policy.4 

- In the context of the COVID-19 pandemic, Ireland has confirmed that undocumented 

migrants will be granted full access to social welfare and health care, and that there 

will be no data sharing between service providers and immigration officers, in respect 

of the principle of firewall. Undocumented workers who have lost their job due to C-19 

will be eligible to apply for the Pandemic Unemployment Payment. In March, Portugal 

announced plans to grant residence status to everyone with pending residence 

application on any ground until 1 July 2020. Individuals granted permits on this basis 

will be able to access health care and all other public services on equal terms as any 

other permanent resident in Portugal.  

o In Germany, where national legislation requires the sharing of undocumented people’s 

data with the immigration office when they attempt to access non-emergency care, 

 
2 European Commission, Proposal for a Regulation of the European Parliament and of the Council on 

establishing a framework for interoperability between EU information systems, COM(2017) 794 final, 12 

December 2017.  
3 Timmerman, R., Leerkes, A., & Staring, R. (2019) Safe reporting of crime for migrants with irregular status 

in the Netherlands, COMPAS: Oxford. 
4 Delvino, N. (2019) Safe reporting of crime for victims and witnesses with irregular migration status in the 

United States, COMPAS: Oxford. 

https://ec.europa.eu/commission/presscorner/detail/en/ip_20_670
https://www.openrightsgroup.org/blog/2020/contact-tracing-apps-and-vulnerable-migrants
https://www.oireachtas.ie/en/debates/debate/seanad/2020-03-20/8/?highlight%5B0%5D=undocumented
https://services.mywelfare.ie/en/topics/covid-19-payments/covid-19-pandemic-unemployment-payment/
https://uk.reuters.com/article/uk-health-coronavirus-portugal/portugal-to-treat-migrants-as-residents-during-coronavirus-crisis-idUKKBN21F0MC
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=COM:2017:794:FIN
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=COM:2017:794:FIN
https://www.compas.ox.ac.uk/2019/safe-reporting-of-crime-for-victims-and-witnesses-with-irregular-migration-status-in-the-united-states/
https://www.compas.ox.ac.uk/2019/safe-reporting-of-crime-for-victims-and-witnesses-with-irregular-migration-status-in-the-united-states/


6 
 

several cities  and regions across the country have taken steps, often in partnership 

with civil society, to provide health for people without status.5   

 

• Working to bridge the gap between migrants’ rights and digital rights advocates to better 

protect rights in the age of big data and new technology.  

o PICUM organised a legal seminar in November 2019 bringing together digital rights and 

migrants’ rights advocates to attempt to shed light on interoperable migration systems 

– an issue at the intersection of our respective areas of focus, but with potentially 

enormous consequences for the rights of migrants in Europe. PICUM is also working 

with partners to develop various tools to translate these policies and their implications 

to our members and partners. Digital rights organisations, such as Privacy International, 

Open Rights Group (UK) and Gesellschaft für Freiheitsrechte (Germany) are increasing 

working on issues at the intersection of digital rights and migrants’ rights. 

 

Recommendations 

International, European, national and city-level authorities should: 

➢ Revisit and reform their approach to irregular migration on a criminal justice model that 

perpetuates discrimination and inequalities based on class and race; and move towards 

proportionate, humane and sustainable migration policies. There are already steps being made 

in this direction, based on growing international consensus, in favour of non-custodial, 

community-based initiatives and away from the systemic use of immigration detention 

(incarceration) as a tool of immigration control.  

 

➢ Establish “firewalls” to ensure that personal data obtained when undocumented people access 

health care or social services, or report crime, is not repurposed for immigration control. This 

protects personal data and the safeguards the right to privacy, as well as a host of other rights, 

including to due process, that are the bedrock of our democracies. 

 

➢ Closely review the implications for communities of colour, and other at-risk groups, of the use 

of technology in predictive policing and immigration control; and develop clear guidelines about 

policing and the use of personal data and algorithms, based on meaningful input from and 

engagement with relevant stakeholders including law enforcement, digital rights organisations, 

representatives from affected communities, non-governmental organisations, data protection 

authorities, and equality bodies. These guidelines should address data-driven profiling as a 

form of discrimination incompatible with fundamental rights; and clarify the strict standards for 

derogations.6 

 

➢ Empower equality bodies, data protection authorities, and other relevant public bodies to 

enhance their capacities to ensure accountability for the implications of digital technology and 

data processing for human rights and discrimination.    

 

➢ Identify community-based good practices for countering racial discrimination and inequality 

arising from the use of digital technologies, as well as community-based alternative models of 

border enforcement and administration. 

 
5 PICUM (2017), Cities of rights: ensuring health care for undocumented migrants.  
6 The EU’s Draft Ethics Guidelines for Trustworthy AI underscore how the use of AI can lead to discrimination, 

through data bias, incompleteness and bad governance. The Council of Europe’s Commissioner for Human 

Rights has issued recommendations on how to mitigate the “discrimination risks” of AI systems, including 

through consultation with diverse communities. Council of Europe Commissioner for Human Rights (May 

2019), Unboxing Artificial Intelligence: 10 Steps to Protect Human Rights.   

https://picum.org/legal-seminar2019/
https://picum.org/wp-content/uploads/2017/11/CityOfRights_Health_EN.pdf
https://www.coe.int/en/web/commissioner/-/unboxing-artificial-intelligence-10-steps-to-protect-human-rights
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http://docstore.ohchr.org/SelfServices/FilesHandler.ashx?enc=4slQ6QSmlBEDzFEovLCuW1AVC1NkPsgUedPlF1vfPMJbFePxX56jVyNBwivepPdlEe4%2BUb4qsdJhuBDpCRSOwCXPjZ7VN7SXN0oRoXkZhCuB9Z73iyU35LZveUjX0d7u
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