Comments from WITNESS in relation to Special Rapporteur’s 2015 HRC report on use of encryption and anonymity in digital communications in his 2015 HRC report

WITNESS is an international human rights network that trains and supports people using video and related technologies in their fight for human rights. As technology and connectivity continue to give more people the tools to become witnesses and speak out for human rights, the tools to protect our own communications and identities also need to be widely available, because the possibility of punishment or retaliation is often very real. There is a direct link between the right to free expression and the right to privacy, and there is a further link between those rights and the ability to use anonymity and encryption in order to secure them (we discuss this linkage further in relation to video in ‘Human Rights Made Visible’ http://www.cmu.edu/chrs/documents/HumanRightsMadeVisible_SensiblePolitics.pdf). One particular concern for WITNESS and individuals we work with is the issue of ‘visual anonymity’.

Video, particularly as shared via mobile devices and online, presents a unique set of opportunities and challenges in human rights documentation and activism, and its near-ubiquity means it must factor into any discussion of privacy and anonymity. The risks to the anonymity of citizen witnesses and documentors can be compromised by the nature of the mobile and Internet tools used, as well as the visible traces and metadata in video and photos. We originally noted the need for great focus on new forms of anonymity in an increasingly visually-mediated world in our report 'Cameras Everywhere: Current Challenges and Opportunities at the Intersection of Human Rights, Video and Technology'. To quote from the report:
		 	 	 							
“It is clear that new technologies, particularly the mobile phone, have made it simpler for human rights defenders and others to record and report violations, but harder for them to do so securely. The ease of copying, tagging and circulating images over a variety of platforms adds a layer of risk beyond an individual user’s control. All content and communications, including visual media, leave personal digital traces that third parties can harvest, link and exploit. Hostile governments, in particular, can use photo and video data – particularly that linked with social networking data–to identify track and target activists within their countries, facilitated by the growth of automatic face- detection and recognition software.
					
Without proactive policymaking, legislative or regulatory loopholes will be taken advantage of where they exist. Technology companies, for example, must ensure that their products, suppliers and services protect users’ privacy and data by default, and should place a greater focus on privacy by design.

…. With cameras now so widespread, and image-sharing so routine, it is alarming how little public discussion there is about visual privacy and anonymity. Everyone is discussing and designing for privacy of personal data, but almost no-one is considering the right to control one’s personal image or the right to be anonymous in a video-mediated world. Imagine a landscape where companies are able to commercially harvest and trade images of a person’s face as easily as they share email addresses and phone numbers. While it is technically illegal in some jurisdictions (such as the EU) to hold databases of such images and data, it is highly likely that without proactive policymaking, legislative or regulatory loopholes will be exploited where they exist. So far, policy discussions around visual privacy have largely centered on public concerns about surveillance cameras and individual liberties. But with automatic face-detection and recognition software being incorporated into consumer cameras, applications (apps) and social media platforms, the risk of automated or inadvertent identification of activists and others–including victims, witnesses and survivors of human rights abuses–is growing."

There are responses to these issues that need to originate in both the policy and technology realms. As a corollary to the investment by tech companies in facial recognition technologies we need much simpler ways to anonymize people's faces and voices, and to empower individuals to make decisions on what metadata is retained in communications and on the degree of anonymity they require both within the frame of visual media items and in the underlying metadata. This would protect not just human rights activists in Syria, but also more everyday consumers, for instance, a victim of trafficking in Illinois. 

[bookmark: _GoBack]To model one response to this, WITNESS and the Guardian Project have developed a technology to address peer-to-peer issues around facial recognition for at-risk individuals who wish to exercise their right to free speech in a visually-mediated world, yet not have that image correlated to the remainder of their social media presence. ObscuraCam (http://blog.witness.org/2011/06/obscuracam/) is an Android-based application allowing easy redaction of faces in images shot on mobile devices as well as underlying metadata, making it easier for individuals to control how images they shoot can protect the visual anonymity of vulnerable individuals. 

Such measures need to be adopted more broadly in the commercial world in order to secure widespread adoption and usage by an increasing number of individuals using mobile and social media to communicate on human rights issues. So far, only one major company - YouTube - among video-sharing sites and hardware manufacturers offer users the option to blur faces or protect identity. More on YouTube's rationale for that decision can be seen here (http://youtube-global.blogspot.com/2012/07/face-blurring-when-footage-requires.html). 

For more on the rationale for our own approach, see ‘Human Rights, Privacy and Visual Anonymity in the Facebook Age’ (http://blog.witness.org/2011/02/human-rights-video-privacy-and-visual-anonymity-in-the-facebook-age/)

Additional resources are attached to this email:

· ‘Cameras Everywhere: Current Challenges and Opportunities at the Intersection of Human Rights, Video and Technology’
· ‘Human Rights Made Visible’ http://www.cmu.edu/chrs/documents/HumanRightsMadeVisible_SensiblePolitics.pdf 

		 	 	 		
			
					

