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	EUROPEAN UNION
Permanent Delegation to the United Nations Office
and other international organisations in Geneva
Ambassador



NOTE VERBALE
   
 
The Permanent Delegation of the European Union to the United Nations and other international organisations in Geneva presents its compliments to the Office of the United Nations High Commissioner for Human Rights and the Committee on the Rights of the Child for inviting the EU to contribute to the General Comment on children's rights in relation to the digital environment.

In the contribution by the European External Action Service and the European Commission, we would like to highlight how the increasing use of digital technologies impacts the rights of the children and what steps has the EEAS/EC taken so far in both its internal and external policies to address the issue. We would also like to take this opportunity to put forward some recommendations. While we consider that the questionnaire is mainly for the EU Member States, we would like to, in the spirit of good cooperation, bring to your attention to relevant documents you may find of interest. 

We hope the information provided can be of use for your report, and we very much look forward to a continued fruitful cooperation in the future.

The Permanent Delegation of the European Union to the United Nations and other international organisations in Geneva takes this opportunity to renew to the Office of the United Nations High Commissioner for Human Rights and the Committee on the Rights of the Child the assurance of its highest consideration.
                                                                                                                                                                                                                                                                                
                                                                                                                                                                                                             Geneva, 17 May 2019
                                                                               
            
                                                
 
OHCHR – Office of the High Commissioner for Human Rights
Palais des Nations
CH-1211 GENEVA 10
Contacts : Chanmi Kim (ckim@ohchr.org) and Monica Nascimento e Silva (mnascimentoesilva@ohchr.org) 
                                                                                                                                                                                                     




Annex: Reply to the letter from the Committee on the Rights of the Child. Concept Note for a General Comment on children’s rights in relation to the digital environment.

As new challenges have arisen, the EU efforts should be structured and adjusted to the global context with a view not only to respond better to these new challenges but also to seize opportunities. On the one hand, digital technologies have become a powerful instrument for increasing access to information and education for children, but on the other hand, increasing use of digital technologies exposes children to various risks, violence and abuse. Following questions in the concept note circulated, we would like to contribute to the following issues you have identified.

· How should the practices of businesses operating in the digital environment support the realisation of children's rights?

The infrastructure of the Internet is largely in private hands. It places businesses operating in the digital environment in a unique position to make a true difference in the lives of children by preventing, detecting and combatting child sexual abuse online. To combat the sexual exploitation of children online, industry needs to exercise greater responsibility in content governance. Businesses have a responsibility to protect their users and to prevent their infrastructure from being used to commit crimes, and therefore should do their utmost to detect, report and remove illegal content. With regard to child sexual abuse material in particular, service providers should take proactive measures to detect and prevent the dissemination of such material, in line with the commitments undertaken in the context of the Global Alliance against Child Sexual Abuse Online. The application of measures aimed at the detection and removal of illegal content is feasible because businesses have invested massively to develop elaborated technologies, including automatic detection, to collect information on content circulated on their premises and on users' behaviour. Consequently, they are generally in possession of technical means to not only identify and report but also to remove child abuse material. In cases when one company owns multiple platforms, they are in the best position to ensure that child abuse material detected on one platform is taken down on all the platforms within the same company.

In its Communications of 2016
 and 2017
, the Commission stressed the need for online platforms to act more responsibly and step up EU-wide self-regulatory efforts to remove illegal content respectively. The 2018
 Commission Recommendation proposes a common approach to swiftly and proactively detect, remove and prevent the reappearance of illegal content, including child sexual abuse material. The proposed measures concern:

· Clearer 'notice and action' procedures: set out easy and transparent rules for notifying illegal content, including fast-track procedures for 'trusted flaggers'.

· More efficient tools and proactive technologies: companies should set out clear notification systems for users.

· Stronger safeguards to ensure fundamental rights: ensuring that decisions to remove content are accurate and well-founded, especially when automated tools are used.

· Sharing experiences, best practices and technological solutions through voluntary arrangements. This shared responsibility should particularly benefit smaller platforms with more limited resources and expertise.

· Closer cooperation with authorities.

· How can children’s views and experiences be expressed and taken into account when formulating policies and practices which affect their access to, and use of, digital technologies?

Numerous methodologies to collect children’s views and experiences exist and have proven to be efficient, including surveys, interviews, focus groups but also ethnographic observations and the use of games or puppet facilitating these collections. The Joint Research Centre (JRC) recommendations below focus on the methodologies and best practices identified and used at JRC to collect children’s views and experiences regarding their access and use of digital technology: 

· Apply protocol of interviews and observation relying on digital technology for children under 8 within a family environment, parenting and alternative care, including card game and drawing technics (see the JRC reports
 on young children).

· Propose participatory approach with game-based tools for older children and teenagers. JRC has developed two games (Happy Onlife
 and Cyber Chronix
) that proved to be efficient in order to collect children and teenagers views on their use of digital technologies when used in a participatory approach. The developed participatory approach is based on teams, so-said “quartets” formed by a girl, a boy, a teacher and a parent. The ‘quartets’ are challenged during game-based activities, and the structure of the team and the strategy of activity/game allow children and teenagers to express their views and to voice their experience to the adult participants. Such a methodology can help to fill in generational gaps and enhance discussion among actors.
 

· Develop engagement campaigns and community building strategies. Regarding engagement campaigns, Cyber Chronix aims at engaging young citizens to be aware of their rights to protect their privacy and their personal data from the new General Data Protection Regulation (GDPR); while for community building, Happy Onlife is framed in a larger context and has been chosen as “hero” of the project EU PROTECT 
 with other heroes from the Network of Safer Internet Centers. Both strategies allowed major visibility on the ‘voicing’ tools and methodology and fostered more children and teenagers’ voices to be heard. 

· Civil-society organisations, in particular youth and women’s organisations, supported by appropriate resources, would enable a more meaningful participation of girls in society and policymaking. Youth organisations provide supportive spaces, both physical and digital, to enable young people in all their diversity to develop, articulate and share their views on social, economic, cultural and political matters. They play a critical role in mo​bilising young people from all backgrounds, amplifying and carrying their voices at different levels of the public debate and policymaking process. They also provide young people with essential services and opportunities to learn, mobilise and develop social, professional and leadership skills. Pro​moting the inclusion of a gender perspective in all aspects of civil-society organisations’ programmes and services would ensure the needs of young women and men are met and their concerns addressed. Consulting youth and women’s or​ganisations at all stages of policymaking on social, economic, cultural and political matters needs financial support to en​sure sustainable and continuous work for young people’s, in particular girls’, voices to be heard.

· How can States better realise their obligations to children's rights in relation to the digital environment?

While it is essential that the industry take action to protect children from online sexual exploitation, governments must establish the appropriate legal frameworks to protect children and enable preventive action by industry. In the 2018 Recommendation, the Commission encourages Member States to establish the appropriate legal obligations for companies to inform law enforcement authorities if there is evidence of a serious criminal offence or a suspicion that illegal content is posing a threat to life or safety.

· Groups of rights to be realised in the digital world: protection from violence, sexual exploitation and other harm”.

· Develop and enforce prevention policies for offenders for fighting child sexual abuse. Fighting child sexual exploitation, both in “real life” and over the internet, has been primarily focused on responding to abuse after it occurs, developing identification and localisation technologies in order to support prosecution.  However, prevention is a goal that can be achieved through multiple interventions such as detection/control measures; self-regulation; awareness and education initiatives; and technological measures. 

· Efforts should be focused into ensuring that child sexual abuse is prevented before any abuse occurs and shall be supported by strategies to avoid that people at risk of abusing become offenders, and potential victims become actual victims. According to EU regulatory framework
, any person who fears that might commit any offence may have access, where appropriate, to effective intervention programmes or measures designed to evaluate and prevent the risk of such offence being committed.

· Those methodologies and best practices, existing prevention programmes, focusing on interventions and treatments for (potential) offenders before any abuse occurs, for convicted offenders in prisons, and for convicted offenders after they leave the prison have been identified and mapped in a recent report
. They have been classified into a catalogue that will be transposed into a data base accessible to EU Member States. 
· In the context of protection from violence, sexual exploitation and other harm, findings of the European Commission Second progress report on trafficking in human beings (December 2018) indicate that 23% of the registered victims of trafficking in the EU are children, with girls overwhelmingly targeted. The report indicates that rapid development of the Internet and new means of communication, including social media, especially influences the modus operandi associated with trafficking for sexual exploitation. Traffickers use the internet and social networking tools to recruit victims and to enable the exploitation of victims in the sex and entertainment industry. The use of internet facilitates advertising services, with children often advertised as adults, and provides offenders with an environment of anonymity.
Focusing on the online component of investigations and how the internet and dark-net enable trafficking is amongst Europol priorities under the EU Policy Cycle for organised and serious international crime and the European Multidisciplinary Platform against Criminal Threats (EMPACT). The EU legal and policy framework on trafficking in human beings is child sensitive: it is anchored in the EU Anti-trafficking Directive and complemented by the EU Strategy 2012-2016 and the 2017 Communication stepping up EU action. In its Report on gender specific measures in anti-trafficking action, a deliverable of the 2017 Communication, the European Institute for Gender Equality highlighted the need to tackle gendered forms of cybercrime. A lot has been achieved in the past years in developing policy programmes that take into account children’s particular vulnerability to trafficking in human beings, and the structural and contextual factors exacerbating it. It is however vital to acknowledge that vulnerabilities alone do not result in trafficking. Trafficking in human beings is fuelled by the high profits it generates for all actors along the trafficking chain, in legal and illegal sectors, and by the demand for the services exacted from the victims. The 2017 Communication places prevention at the core, including by countering the culture of impunity for all perpetrators, stepping up investigations and prosecutions. 
As stipulated in Article 18(4) of the EU Anti-trafficking Directive, to effectively prevent the crime, Member States shall consider taking measures to establish as a criminal offence the use of services which are the objects of exploitation of victims of trafficking. The analysis made in the European Commission’s “Users Report” demonstrates that complete absence or inadequate criminalisation of the use of services exacted from victims of trafficking fosters the crime, including through a culture of impunity, and fails to effectively contribute to discouraging demand. 
It remains a priority for the European Commission to encourage the EU Member States to criminalise those who knowingly use the services exacted from victims of trafficking in human beings.
· Provide comprehensive, sustainable and continuous professional development of digital competence for teachers and educators. National policies often understand digitalisation only as an op​portunity for economic growth and employability, disregard​ing the other benefits of digitalisation in relation to providing inclusive education and promoting social inclusion and equal opportunities. This constitutes a significant gap. Teaching dig​ital skills and media literacy in schools provides an opportuni​ty to frame digitalisation within a broader framework of pro​moting citizenship, diversity, equal opportunities and gender equality. In this context, youth should be equipped not only with digital skills, but with skills to assess information critically, to act responsibly online, to manage their safety actively and to be aware of the potential outcomes of online actions. The internet-safety messages should focus on empowerment and responsible online behaviour rather than restrictions.

� Communication from the Commission on Online Platforms and the Digital Single Market- Opportunities and Challenges for the Future COM(2016) 288 final


� Communication from the Commission on Tackling Illegal Content Online- Towards an enhanced responsibility of Online Platforms COM(2017) 555 final.


� Commission Recommendations on measures to effectively tackle illegal content online COM(2018) 1177 final


� Chaudron S., Di Gioia R., Gemo M. (2018) Young children (0-8) and digital technology, a qualitative study across Europe; EUR 29070; doi:10.2760/294383 


Chaudron, S., et al. (2015), Young children (0–8) and digital technology: A qualitative exploratory study across seven countries, JRC 93239/EUR 27052. https://ec.europa.eu/jrc/en/publication/eur-scientific-and-technical-research-reports/young-children-0-8-and-digital-technology-qualitative-study-across-europe


� JRC Happy Onlife – Online safety game and tools: � HYPERLINK "https://web.jrc.ec.europa.eu/happyonlife/index_en.html" �https://web.jrc.ec.europa.eu/happyonlife/index_en.html�


� JRC – Cyber Chronix – Online rights : � HYPERLINK "https://ec.europa.eu/jrc/en/research-topic/security-privacy-and-data-protection/cyber-chronix" �https://ec.europa.eu/jrc/en/research-topic/security-privacy-and-data-protection/cyber-chronix� 


� https://www.betterinternetforkids.eu/web/portal/practice/awareness/detail?articleId=3187316


� EU PROTECTS  � HYPERLINK "https://europa.eu/euprotects/content/homepage_en" �https://europa.eu/euprotects/content/homepage_en�


� Directive 2011/93/EU (Article 22)


�� HYPERLINK "https://publications.europa.eu/en/publication-detail/-/publication/8ecaa7e4-c77f-11e8-9424-01aa75ed71a1/language-en" �https://publications.europa.eu/en/publication-detail/-/publication/8ecaa7e4-c77f-11e8-9424-01aa75ed71a1/language-en�    this research will be presented to EU Member States during a dedicated workshop planned in November 2019 and further developed in the upcoming months.
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