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**Children’s Rights and the Digital Environment**

The continual growth of the digital environment poses unprecedented opportunities and risks for children. The expansion of the internet and social media platforms has provided children with new avenues to access information and exercise their freedom of expression. For some children, access to information online about LGBTI issues or sexual and reproductive health information is transformative and literally life-saving. Online activism by children has also empowered millions of children to mobilize to advocate for themselves and issues of critical importance such as climate change, gun violence, and other threats to their safety and future.

At the same time, the digital environment can put children at particular risk, particularly due to their emotional and cognitive immaturity. Online sexual exploitation jeopardizes children’s safety and well-being, and violent groups have used online propaganda and social media platforms in attempts to recruit and manipulate children.

Human Rights Watch supports the Committee on the Rights of the Child’s decision to draft a General Comment concerning children’s rights in the digital environment, and offers this submission outlining key issues that should be taken into account.

**I. Privacy and data protection**

Every child has a right not to be subjected to arbitrary or unlawful interference with his or her privacy or correspondence.[[1]](#endnote-1) Protecting children from violence, sexual exploitation, or other harm is a legitimate state aim that can, in certain circumstances, justify interferences with children’s privacy or correspondence. However, any such interferences should be necessary and proportionate to achieving the legitimate aim in question, and should only take place in accordance with publicly available laws that clearly lay out the circumstances under which such interference might be permitted.

As appropriate and in an age-sensitive manner, special consideration should be given to ensuring that children are consulted in the development of laws affecting them and that the laws are available in a form they can understand.

It is critical for states’ surveillance and data-protection laws to take account of children’s rights. Unfortunately, massive state surveillance programs—in addition to threatening the rights of adults—may not take due account of whether the people surveilled may be children. In the United States, for example, federal surveillance laws and policies usually do not specifically take account of children’s rights, or even acknowledge that children may be caught in the dragnet. States should ensure that all their surveillance activities are necessary and proportionate in respect not only of adults, but also of children. The Committee may wish to consider whether a surveillance or data-collection program in which a state does not, or for technical reasons cannot, distinguish between information belonging to adults and children may intrinsically infringe upon children’s rights.

Similarly, states should adopt data protection laws to prevent abuses of private information by both government and corporate entities—and those laws should impose meaningful safeguards for children. The European Union’s General Data Protection Regulation (GDPR) recognizes that “children merit specific protection with regard to their personal data, as they may be less aware of the risks, consequences and safeguards concerned and their rights in relation to the processing of personal data.”[[2]](#endnote-2)

By contrast, in the United States, the Children’s Online Privacy Protection Act restricts website operators’ and online services’ collection of information from children under the age of 13—but does not include protections for children over this age.[[3]](#endnote-3)

In accordance with the need for data protections as well as the right to protection from “unlawful attacks on … honour and reputation,”[[4]](#endnote-4) the Committee should consider offering guidance on what states should do to ensure that children and their guardians have rights-compliant means of preventing and addressing harms arising from data that may expose children to sexual shaming on internet platforms or other attacks on their human dignity.

Further, children may be particularly at risk of identity theft and subsequent fraud, rendering the adequate protection of their personal data by government and businesses even more important.[[5]](#endnote-5)

**II. Freedom of expression and access to information; freedoms of thought and opinion**

Every child has the right to freedom of expression, and the freedom to seek, receive, and impart information and ideas of all kinds through any medium.[[6]](#endnote-6) Any government interferences with these rights must be lawful and necessary “for respect of the rights or reputations of others” or “for the protection of national security or of public order…, or of public health or morals.”[[7]](#endnote-7) The Convention on the Rights of the Child also provides that states “shall ensure that the child has access to information and material from a diversity of national and international sources.”[[8]](#endnote-8)

Russia’s 2013 “gay propaganda law”[[9]](#endnote-9) has had a stifling effect on access to affirming online education and support services, with harmful consequences for LGBTI youth. The legislation bans the “promotion of nontraditional sexual relations to minors”—a reference understood to mean a ban on providing children access to information about LGBT people’s lives. The ban includes information provided via the internet, and the law has been used by the Russian government to shut down websites that provide valuable information and services to teens.

For example, Deti-404 is an online group that offers psychological support, advice, and a safe online community for LGBT children, including those who experience violence and aggression because of their real or perceived sexual orientation or gender identity. The site has gained tens of thousands of members. Elena Klimova, who launched Deti-404, has been charged under the “gay propaganda” law three times for operating the site and forced to change its digital location or re-launch the group to keep it functioning. Since a 2016 court decision, the group’s website has been formally blocked in Russia.[[10]](#endnote-10)

Despite the restrictions, the internet remains a critical resource for LGBT youth in Russia—as it is for many children around the world.[[11]](#endnote-11)“The main source of information for me is the internet,” 17-year-old Veronika A. told Human Rights Watch. Nora T. told us that when she began to question her sexual orientation at age 14, she scoured the internet for articles by psychologists.

For some, the most important information they find online is that they are perfectly normal the way they are. “The most useful thing I found online [was] that being LGBT [is] absolutely normal. Apparently, I was lucky, because now I often come across negative information, negative statements about LGBT,” said Irina R., 15.

Other children in Russia have explained to Human Rights Watch how the internet offered them privacy and the freedom to explore the questions they had without risking an abusive encounter with an adult or peer. “I’ve been looking for information on the internet. Gender identity and sexual orientation are not topics about which you can ask teachers or read any books in the school library,” Vasily A., a 15-year-old transgender boy, told us.

Government-sponsored schools are agents of the state. In some countries, schools may be crucial in providing students with means of receiving and sharing information and opinions online, including by supplying devices; access to e-mail, chat, and browsing programs; and other hardware or software that facilitates digital learning and communication. However, this development also increases the ability of schools and other government entities to monitor children’s expression in a manner that may violate their rights, including by disproportionately hindering them from expressing opinions or beliefs. Software and services offered by the private sector in countries such as the United States may also enable schools and other government bodies to monitor children’s online lives even when children are not using school-owned devices—for example, when they publicly post or “like” items on social media using their own computers or mobile phones.[[12]](#endnote-12)

Although states have positive obligations to prevent violence at school, government entities should also respect, protect, and fulfill children’s free expression and other rights when taking steps to protect children’s safety. Human Rights Watch is concerned about government programs designed to counter or prevent “extremism” or “gang” activity that may deter children from expressing themselves, seeking or receiving information, or formulating opinions or thoughts in line with their rights.[[13]](#endnote-13) We are also concerned about school monitoring activities that may stigmatize students with mental health conditions and disproportionately interfere with—or, in effect, punish—their exercise of online free-expression rights.[[14]](#endnote-14) We note as well that automated tools for inferring and flagging children’s mental health, emotional states, or intentions based on online speech may not be fully capable of accounting for the use of slang, references to popular culture, hyperbole, or other features common to children’s online expression.[[15]](#endnote-15)

We emphasize that any government monitoring of students’ communications—including on school-owned devices—should respect privacy and free-expression rights and should therefore be restricted to what is lawful and necessary to achieving a legitimate aim. Schools and other government bodies should take particular care to ensure that they do not monitor, punish, or stigmatize online speech in a discriminatory manner.

Violent groups have used the internet and online propaganda to recruit and manipulate children. They may use email, chat rooms, e-groups, message boards, video recordings, and social media platforms, and sometimes cartoons, video games, or tailored messages designed to appeal to children. They may track the online behavior of specific internet users to identify children vulnerable to their propaganda and then, like targeted advertising, tailor their narrative. Children who engage in internet searches to learn more about Islam, for example, can end up being contacted and “groomed” by Islamic State (ISIS) recruiters seeking to build a relationship.[[16]](#endnote-16)

The Optional Protocol on Children and Armed Conflict requires state parties to provide children recruited by armed groups “all appropriate assistance for their physical and psychological recovery and their social reintegration.” The Paris Principles state that “children who have been associated with … armed groups should not be prosecuted or punished … solely for their membership.”[[17]](#endnote-17) Children accused of crimes committed while associated with armed groups “should be considered primarily as victims … not only as perpetrators.”[[18]](#endnote-18)

More generally, the CRC states that any prosecution of children for criminal acts should prioritize the best interest of the child and be conducted with the objective of rehabilitating the child and promoting the child’s reintegration and assumption of a constructive role in society. Children should only be detained as a last resort and for the shortest appropriate period of time.

Children may exercise their curiosity about issues related to terrorism, unaware that they are accessing proscribed content, or express themselves without being aware that their posts could be considered criminal offenses. In August of 2016 a teenage boy in Tajikistan was convicted of incitement to join ISIS and sentenced to a prison term of ten years and six months. According to a local report, the boy, a tenth-grade student, distributed Islamic State photos and video content on social media, and called on citizens of Tajikistan to participate in “extremist activity.” He was convicted of “urging compatriots to join the ranks of militants.”[[19]](#endnote-19) In Jordan, authorities arrested a 16-year old on charges of spreading ISIS propaganda. The boy said an ISIS supporter approached him on Facebook. The boy had few friends and said he saw the recruiter as a sympathetic listener and gateway to a virtual community. He told interviewers: “I was only a supporter in my heart and online; I never planned to take any action.” In March 2017, United Nations University interviewed two children detained by Jordanian authorities on terrorism-related charges for activity with the Islamic State; the children were accused of engaging with ISIS only over social media and claim never to have met any of its members or engaged in any terrorist activity offline.[[20]](#endnote-20) Such cases raise questions about whether states are treating online activities by children in a manner adequately sensitive to their development and rights.

Some governments, including those of France, Germany, Morocco, Spain, and the UK, have criminalized expression perceived to support the aims of violent extremist groups as “apology for terrorism” or “glorification of terrorism.” [[21]](#endnote-21) In Italy, a top court has ruled that a “like” on Facebook can constitute apology for terrorism.[[22]](#endnote-22) In May 2018, the UN Special Rapporteur on the promotion and protection of human rights while countering terrorism expressed concern at evidence that French laws criminalizing “apology for terrorism” had been used extensively against children.[[23]](#endnote-23) In 2015, French authorities charged a 16-year old boy with apology for terrorism after he posted to Facebook a cartoon deemed to satirize the murder of *Charlie Hebdo* cartoonists.[[24]](#endnote-24) To the extent that states apply them to children, these laws risk excessively or arbitrarily interfering with children’s free expression rights and prioritizing criminal punishment over measures that may better reflect the best interests of the child.

Counter-terrorism laws and measures, including “apology for terrorism” laws, should be carefully reviewed to ensure that they do not violate children’s rights to freedom of expression. UN Secretary-General Ban Ki-Moon stated that “laws should only allow for the criminal prosecution of direct incitement to terrorism, that is, speech that directly encourages the commission of a crime, is intended to result in criminal action and is likely to result in criminal action.”[[25]](#endnote-25) UN experts on freedom of expression have also stated that “criminal responsibility for expressions relating to terrorism should be limited to those who incite others to terrorism; vague concepts such as ‘glorifying’, ‘justifying’ or ‘encouraging’ terrorism should not be used.”[[26]](#endnote-26)

**III. Freedoms of association and assembly**

Any restrictions on children’s freedoms of association and assembly must be lawful as well as necessary to achieving a legitimate aim.[[27]](#endnote-27) We also recall in this context that the CRC obligates states parties to “ensure that the child is protected against all forms of discrimination or punishment on the basis of the … activities … of the child’s parents, legal guardians, or family members.”[[28]](#endnote-28)

Regarding the collection of data about “assemblies or their organizers and participants,” two UN Special Rapporteurs have written that “given the intrusiveness of such methods, the threshold for these [legal] tests is especially high.”[[29]](#endnote-29)

Many online activities generate data that may reveal where children have been or with whom they have associated. For example, mobile telephones continuously generate location data as part of their functioning, social media posts may include geo-tagging, and photographs may create a record of relationships or proximity. Schools, law enforcement, or other government entities may also use facial recognition technology to record where children have been, and with whom.

Human Rights Watch is concerned that through these technologies, government entities may engage in monitoring that unlawfully, unnecessarily, or inaccurately intrudes on children’s free-association rights. Children may appear in photographs with or generate location data while in proximity to family members or friends whom governments treat as suspicious (e.g., suspected “extremists” or gang members). They may attend controversial but lawful protests, including as they formulate and begin to express their own political opinions or other beliefs. Any state recording or monitoring of this information should take place in accordance with the rights requirements outlined above as well as due regard for children’s right to family life and the development of their personalities.[[30]](#endnote-30)

Human Rights Watch is also concerned that private technologies marketed to parents to track children’s locations may be misused as a tool of control by abusive family members, human traffickers, or others who may seek to prevent children from communicating or associating with others in accordance with their rights. States and businesses should adopt strong safeguards to prevent such misuse.

**IV. Discrimination**

Online monitoring that violates rights may pose a particular threat to girls and children who belong to minority or disempowered groups. Some children may be at particular risk of rights deprivations due to intersectional discrimination—for example, girls or LGBT youth who also belong to disempowered racial, ethnic, religious, or linguistic groups.

The CRC recognizes children’s right to education, as well as the importance of their “access to scientific and technical knowledge.”[[31]](#endnote-31) States should ensure that all children—including girls—have access to computer science and internet literacy education on an equal basis.

**V. Responsibilities of businesses**

A range of private companies offer tools for government surveillance generally, or for government or parental monitoring of children in particular. Pursuant to the United Nations Guiding Principles on Business and Human Rights, we recommend that the Committee affirm that states should “tak[e] appropriate steps to prevent, investigate, punish” and ensure redress for rights abuses that may arise as a result of the market for these tools.[[32]](#endnote-32) This market should be regulated by law to prevent and address the emergence and adoption of rights-harming software that may affect children.[[33]](#endnote-33)

In accordance with the Guiding Principles, businesses should also respect human rights when collecting, monitoring, accessing, storing, searching, or sharing information about children, and “should address adverse human rights impacts with which they are involved.”[[34]](#endnote-34) In particular, businesses should take steps to ensure that the tools they offer contain strong safeguards to prevent undue or discriminatory interferences with children’s privacy, free-expression, or other rights. They should take active, reasonable steps to inform themselves regarding whether any entity may be misusing their products to harm rights and take remedial action accordingly.
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