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Draft General Comment No. 25 (202x): Children’s rights in relation to the digital environment

Please see bellow proposed additional language, paragraphs and comments (in blue) on the draft General Comment n°25 of the United Nations Committee on the Rights of the Child. 
VII. Violence against children (arts. 19, 24 (3), 28 (2), 34, 37 (a) and 39; OPSC; OPAC)

81. (New) Information and Communication Technologies (ICTs) provided children with learning, participation and communication opportunities, including the possibility to be actors of their rights. The COVID-19 pandemic has shown the importance of internet in the education process for children. States should develop proactive responses that strike a balance between maximizing the potential of ICTs to promote and protect children’s rights while minimizing risks and ensuring children’s safety and protection. States bear the responsibility to ensure that the rights of the child are efficiently upheld in the digital world. Therefore, the protection of children from online exploitation, bullying, cyber bullying, and online pedopornography cannot justify the suppression of their rights to learn through the Internet.
[CRC/C/GC/14 - CRC/C/GC/13 - A/HRC/31/34]

82. As digital technologies continue to expand their role in the lives of children, States should regularly update and enforce robust and up-to-date legislative, regulatory and institutional frameworks that protect children from recognized and emerging risks of violence, including psychological harm, in the digital environment. The States should implement safety and protective measures in accordance with the children’s evolving capacities. However, the States shall also take legislative and regulatory measures to prevent risks of harm that children may face. 

83. The digital environment opens up new ways for sexual offenders to solicit children for sexual purposes, participate in online child sexual abuse via live video streaming, distribute child sexual abuse material, and commit the sexual extortion of children. 

84. Digital technologies also bring additional complexity to the investigation and prosecution of crimes against children, who may cross national borders. States should address the ways in which uses of digital technologies may facilitate, or impede the investigation and prosecution of diverse forms of physical or mental violence, injury or abuse, neglect or negligent treatment, maltreatment or exploitation, including sexual abuse, child trafficking and gender-based violence. 

85. Forms of digitally mediated violence and sexual exploitation may be perpetrated within the child’s circle of trust, for instance by family and friends or, for adolescents, by intimate partners. Some risks of harm in the digital environment are perpetrated by children themselves, not necessarily with the child’s full understanding of the harm that can result. These may include cyberbullying, harassment, violence, and sharing of sexualized images of children (“sexting”), and the promotion of self-harming behaviours such as cutting, suicidal behaviour or eating disorders. Where children have carried out or instigated such actions, States should pursue preventive, safeguarding and restorative justice approaches whenever possible
.

86. The digital environment opens up new ways for non-state groups, including armed groups and those designated as terrorist groups to recruit and exploit children to engage with or participate in violence. States should ensure that counter-terrorism legislation prohibits the recruitment of children by terrorist groups, and that child offenders are treated as victims or, if tried, in accordance with child justice systems
.

87. States should ensure that business enterprises meet their responsibility to effectively protect children from all forms of violence including cyber-bullying, cyber-grooming, sexual exploitation and abuse in the digital environment. Although businesses may not be directly involved in such harmful acts, they can be complicit in these violations of children’s right to freedom from violence. States should develop regulatory approaches to encourage and enforce the ways businesses meet these responsibilities, taking all reasonable and proportionate technical and procedural steps to combat criminal and harmful behaviour directed at children in relation to the digital environment
.

87 bis: Based on the United Nations’ “Protect, Respect and Remedy” Framework, the Committee’s 2013 General comment No. 16 and the Committee’s 2014 Recommendations on children’s rights and digital media, States should establish mandatory self regulatory mechanisms for relevant private sector, including internet providers, such as mobile phones, computers, apps, network hardware and software suppliers as well as ICT, digital pedopornography, tourism, film and music industry to fight online abuses, set up on the web, apps and other accessible public online products, safety nets that inform and protect and children about potential danger, how they can get help and allow for abuse reporting.
[CRC/C/GC/14 - CRC/C/GC/13 - A/HRC/8/5 - A/HRC/17/31 - A/HRC/RES/21/5 - A/HRC/RES/17/4 - Recommendations from the 2014 Day of General Discussion on children’s rights and digital media]

87 ter: The multifaceted and complex challenges resulting from online violence against children require States the establishment of robust and up-to-date legal, institutional and practical prevention, care, assistance, support and protection mechanisms, including special police unit in coordination with the International Criminal Police Organization (INTERPOL), well-equipped and trained specialized justice system actors, along with child-friendly reporting and investigation mechanisms,  victim detection and identification, wrongdoers tracking polices, accessible helpline services, data collection system and  data security analysis. 
[CRC/C/GC/14 - CRC/C/GC/13 - A/HRC/8/5 - A/HRC/17/31 - A/HRC/RES/21/5 - A/HRC/RES/17/4 - CRC Recommendations from the 2014 Day of General Discussion on children’s rights and digital media]

87 quarter: It is difficult for parents, teachers, guardians and care givers to detect, address, monitor and control potential risks, abuse and exploitation of children in the digital environment. In partnership with the International Telecommunication Unit (ITU) and other relevant bodies, States should empower, advise and guide these forefront actors with online safety tools, up-to-date regular community-base training and support on internet use, how children operate online, the type of risks and harms children can encounter online, and better understand the online environment, as well as opportunities to report unwanted or upsetting contacts of children in order to support change of attitudes and strengthen the ability to identify early signals of abuse. 

[CRC/C/GC/14 - CRC/C/GC/13 - A/HRC/31/34]

87 quinquies: The role of the education system, including non-formal education, is key in fighting online violence, peer violence, bullying and harassment in schools. Due to a digitally-connected world where children and students are immersed for education purposes alongside entertainments and social life with regular online violence, States should develop specific curricula, train and equip teachers and other education personel with pedagogical tools, referral focal points within schools for reporting such incidents and mechanisms to investigate in coordination with the social system, the police and the justice system.    
88. States should provide children with accessible, timely, up-to-date, child-friendly and confidential online reporting and complaint mechanisms and designate well-resourced services for case referral, monitoring, tracking and investigation in coordination with the justice system. 
XII.
Special protection measures

B.
Administration of child justice (art. 40)
124. As users of digital technology, children increasingly find themselves at the receiving end of cybercrime laws. States should ensure that law makers consider the effects of such laws on children, should focus on prevention, and create alternatives to a criminal justice response in all but the most serious of cases.
124 bis: ICTs can be appropriate tools to revitalize the organization the child justice system, monitor and control pretrial detention delays and avoid prolonged pretrial and unlawful detention, and provide regular online capacity-building courses to actors, especially those operating in remote and isolated areas, and strengthen tools for universal access for communication and information sharing between justice actors nationwide.  
[A/74/136 - CRC/C/GC/24]
124 ter: In accordance to 2019 UN Global Study on Children deprived of liberty
 and the CRC General comment No. 24 on children’s rights in the child justice system
, States should use ICTs to develop more accurate, systematic and strong disaggregated data collection systems at the national level, involving all relevant ministries and other State agencies, coordinated by a digital focal point accessible to all actors. Digital assets provide opportunities to generate inclusive, transparent and regular evaluations and research of the child justice system. 
[A/74/136 - CRC/C/GC/24]
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