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We are researchers in QUT’s Digital Media Research Centre and the ARC Centre of Excellence 

for Automated Decision-Making and Society. The DMRC is a global leader in digital humanities 

and social science research with a focus on communication, media, and the law. The ADM+S 
is a cross-disciplinary national research centre that supports the development of responsible, 

ethical and inclusive automated decision-making systems. 

While we are unable to provide a full submission at this stage, we have extensive research on 
the intersection of freedom of expression and gender online. We have outlined some of the 

key points below; we welcome any opportunity to follow up if necessary. Based on our 

research, we note that: 

• Digital technologies can be empowering for vulnerable and marginalised groups, but 

they are also frequently used as a tool of discrimination and abuse. The prevalence and 

impact of discrimination and abuse limits the ability of marginalised groups to 

participate fully online, including exercising their rights to freedom of expression among 
other human rights.1 

• The dynamic ways that perpetrators use digital media to facilitate coercive control are 

still poorly understood. State responses to date generally do not sufficiently articulate 

the responsibilities of technology companies and digital platforms in limiting the use of 
their networks for surveillance, exploitation, and other forms of abuse.2 

• Technology companies and digital platforms have human rights responsibilities to 

design their networks and services to address gender-based violence online, but there 
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University Press. https://osf.io/preprints/socarxiv/ack26/.  
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domestic and family violence: perpetration, experiences and responses. QUT Centre for Justice, (4), 
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is much work to be done to understand what these responsibilities involve in different 

contexts.3 

• Responses to abuse and the suppression of expression online must consider 

normalised, ordinary abuse, not just criminal behaviour or extreme content.4 

• Content moderation processes of digital platforms are unacceptably opaque5 and they 

often operate inconsistently to exacerbate discrimination against women and LGBTIQ+ 

groups.6 

• There is clear evidence that the rules of at least some digital platforms are enforced in 

highly inconsistent ways that can amplify the expression of some women while 

silencing others.7 

• Poorly designed content classification laws hinder the production of sexual content that 

reflects diverse bodies, queer intimacies, and non-normative sexual practices, making it 
more difficult for some groups to express themselves and for people to access 

expression that is relevant and important to them.8 

Please contact Lucinda Nelson at l5.nelson@qut.edu.au if you would like further information 

or to discuss any of these findings in more depth. 
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